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This thesis addresses problems involving inhomogeneous order parameter configurations at a phase transition between isotropic and nematic phases in liquid crystals. We propose new fluctuating equations of motion and accurate numerical algorithms for this class of problems. We apply our methods to study the nematic-isotropic interface, the dynamics of defects in spinodal decomposition, and the growth of droplets in nucleation.

Nematic liquid crystals, formed in suspensions of sufficiently anisotropic molecules, exhibit orientational order in the absence of translational order. The order parameter of the nematic state, represented as $Q$, is a tensor quantity, constrained by symmetry and tracelessness. Close to the phase boundary separating isotropic and nematic phases, thermal fluctuations assume importance, leading to enhanced light-scattering, nucleation and the spontaneous generation and diffusion of defects [24].

The formalism of Landau-Ginzburg theory and the simplest time-dependent relaxational equations which represent its dynamics provide a coherent approach to understanding inhomogeneous phenomena in nematic liquid crystals. These time-dependent Ginzburg-Landau (TDGL) equations, however, ignore thermal fluctuations. In this thesis, we promote the TDGL equations to Langevin equations by adding noise terms which preserve the symmetry and tracelessness of the order parameter. This allows us to study the dynamics of large inhomogeneous fluctuations of nematic order within a continuum description.

We then develop efficient numerical methods, based on the method of lines (MOL), for solving both deterministic and stochastic versions of the TDGL equations. These are typically polynomially accurate in the discretization. For highly accurate simulations, which converge exponentially in the discretization, we develop a spectral collocation scheme for obtaining the steady-state solutions of the TDGL equations. The numerical methods are benchmarked by comparing our results with analytical and, when available, previous numerical results. The deterministic and stochastic TDGL equations together with the numerical methods we have developed are then applied to three problems, which we describe in detail below.

Local and spatially varying properties of the isotropic-nematic interface

Elastic deformations of the nematic director are classified into three categories, namely splay, bend and twist deformation associated to the free energy with the Frank elastic constants $K_1, K_2$ and $K_3$. However in the tensorial description of the order parameter, this reduces into two elastic constants $L_1$ and $L_2$. The one-constant approximation assigns a single elastic constant $K$ for $K_1, K_2$ and $K_3$ which results $\kappa(= L_2/L_1)$ to be zero. For any nonzero $\kappa$, splay and bending constants are degenerate while twist is small compared to both [32]. However in experiments bending constant is found to be stronger than splay constant [51], which is not accounted in the theory.
The computation of the spatial variation of the nematic order parameter at the isotropic-nematic interface was first posed and solved in a particular limit by de Gennes who introduced a simple uniaxial ansatz for $Q$ [23]. In the absence of elastic anisotropy, this ansatz reduces the five degrees of freedom required to describe the local nematic order to one. This simplifying ansatz is known as the “de Gennes ansatz”. Popa-Nita et al. [57] studied the emergence of biaxiality at the interface, incorporating elastic anisotropy in the limit of planar anchoring, by adapting a parameterization introduced by Sen and Sullivan [64]. However, several ad hoc approximations were made for analytical simplification and apart from a few general remarks, the nature of order parameter profiles for an arbitrary oblique anchoring imposed on the director far from the interface boundary was not addressed.

These issues are resolved here by solving the deterministic TDGL equations, retaining all the degrees of freedom of the orientational tensor. We show that provided elastic anisotropy is absent that depicts of equal splay, bend and twist constants, the classical de Gennes ansatz is valid, as expected. Once such anisotropy is present, the interface becomes biaxial in nature for any anchoring condition other than homeotropic. We show how the spectral methods we develop for the numerical study of the planar anchoring limit may be generalized to the case in which an oblique anchoring condition is imposed on the director far from the interface. The results indicate that spatial variations of the scalar uniaxial and biaxial order parameters are largely confined to the neighbourhood of the interface, while director orientations interpolate smoothly between the planar or homeotropic anchoring selected at the interface to the imposed orientation at the boundary.

**Defect dynamics and early time diffusive scaling in spinodal kinetics**

A broken continuous symmetry phase quenched from high temperatures orders through the annihilation of topological defects. These are singularities of the order parameter field. Defects may be classified according to the underlying homotopy group associated with the order parameter space. The creation and annihilation of these defects is governed by the multiplication rules and commutativity of the elements in the group [49].

We devise a simple way of identifying point defects in a nematics by identifying singular structures from the suppression of the scalar degree of order. While conventional analysis of Schlieren textures based on the rotation of the principal axis are unable to locate all the defects, our methodology locates them precisely. Crucially, the defects can be located without computing topological circuits, reducing the computational expense of a defect-finding algorithm considerably.

We find, consistent with energetic arguments, that half-integer charge defects are stable at late stages of the dynamics while integer charge defects are observed only at the early stage. Point defects in two dimensions correspond to line disclinations in three dimensions, where the combination and annihilation of lines is more complex. We identify line defects in uniaxial and biaxial nematics by generalizing our defect finding algorithm to three dimensions.

We also develop visualization methods for studying the dynamics of topological defects in nematic systems. Using these methods, we find that the dynamics exhibits a clear signature of the intercommutation of defect lines. At late stages, we see the formation of closed
loops which finally disappear from the system. There is an ongoing debate concerning the dynamical scaling exponent for phase ordering in uniaxial nematics [12, 14, 77, 25, 26]. By calculating correlation functions and structure factors, we show that dynamical scaling holds, with the correlation length $L(t)$ growing with time as $L(t) \sim t^\alpha$ with $\alpha = 0.50 \pm 0.005$, indicating diffusive growth. We find agreement with Porod’s law obtained at intermediate and late stages of the dynamics, governed principally by defect-antidefect annihilation processes. We also recover a diffusive growth at the very late stage of dynamics, as conjectured by Goldenfeld et al. [77]. In addition, we also study the effects of thermal fluctuations on the defect density.

### Breakdown of classical nucleation theory in growth kinetics

A central problem in classical nucleation theory is the calculation of the shape of a nucleating bubble of the ordered phase in the metastable regime. This shape is required to calculate the barrier height, the nucleation rate and the first passage time. Because of the anisotropy of the nematic phase, little is known conclusively about the shape of the nucleating nematic bubble. Early experimental work by Bernal and Fankuchen found evidence for a non-spherical nematic nucleus in an isotropic background [9]. Herring, Chandrasekhar and Virga obtained a non-spherical nucleus making the specific assumption of a homogeneous director field inside the droplet [33, 16, 73]. More recently, Prinsen et al. [59] have calculated non-trivial shapes and director fields inside the droplet using a Rapini-Papoular phenomenological surface free energy [61]. Cuetos and Dijkstra use Monte Carlo simulations to obtain a non-spherical droplet with a uniform director field [22].

Our methods can access these properties without any approximation. The surface free energy is accounted for automatically in our formulation. We show that in the presence of elastic anisotropy, an initially spherical uniaxial nematic nucleus immersed in an isotropic background changes shape to an ellipsoid, with the long axis oriented depending on the sign of the elastic anisotropy $\kappa$. $\kappa > 0$ results to a large bending constant compared to twist constant while $\kappa < 0$ leads to a larger twist constant. However, splay and bend constants remain degenerate.

In two dimension and in the presence of thermal fluctuations, two regimes are observed, depending on the sign of the elastic anisotropy. For positive anisotropy, integer charged defects develop inside the nematic bubble with ellipsoidal shapes deviating sufficiently from circularity. The defects observed in the case of positive anisotropy remain even at late stages of the dynamics, by which time bubbles have coalesced completely and the nematic phase fluctuates in equilibrium.

For negative anisotropic contribution, a uniform director field emerges but the bubbles are observed to be ellipsoidal. Without the anisotropic elastic term, circular nematic bubbles nucleate with uniform director configuration. Classical nucleation theory, which assumes a uniform order parameter configuration is thus inapplicable in the case of both positive and negative elastic anisotropy since the order parameter configurations can be non-uniform and the droplet shape is far from being spherical.
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Chapter 1

Introduction

We begin with a brief survey of different liquid crystalline phases. The nematic phase and its order parameter are then described. A brief introduction to methodologies for studying statics and dynamics within the coarse-grained Ginzburg-Landau-de Gennes description of nematic liquid crystals is provided. We conclude with an outline of the thesis and its central results.

1.1 Liquid crystalline Mesophases

Soft materials have a mechanical response which differs substantially from that of typical crystalline solids at the same pressure and temperature. For example, typical shear elastic constants in soft materials are of order $10^9 \text{ Pa}$, while for hard materials such as iron or copper, these constants can be of order $10^{11} \text{ Pa}$ ($1 \text{ Pa} = 1 \text{ N/m}^2$). This implies that order in such soft materials is easily affected by thermal fluctuations as well as by applied forces of moderate strength. Response in such materials is often complex and non-linear, leading to a whole range of exotic non-equilibrium phenomena.

Examples of soft matter include a large number of materials encountered in everyday life, such as liquids, polymers, colloids, gels, foams and living cells. Of these many examples, a class of soft materials which exhibits properties characteristic of both solids and liquids in thermal equilibrium simultaneously is of special interest. Such phases are commonly known as “mesophases”, since their properties are intermediate between two commonly encountered extremes. Liquid crystalline materials display a great variety of such mesophases, exhibiting order intermediate between the perfect rotational and translational order of the crystal and the disorder characteristic of the isotropic fluid.

Such mesophases are broadly classified into two classes: disordered crystal mesophases and ordered fluid mesophases. Disordered crystal mesophases retain a crystal lattice structure, while the (in general, anisotropic) molecules lack a common orientation. Such phases are usually known as “plastic crystals”. Ordered fluid mesophases exhibit orientational order in the absence of full translational order. Such phases are commonly known as “liquid crystals”. They are found in systems of elongated molecules.

Liquid crystals can be “thermotropic” or “lyotropic”. In thermotropic liquid crystals, transitions between different phases can be driven by a change in temperature. Thus,
they play an important role in a variety of technological applications \textit{e.g.} in temperature sensors, electro-optic displays etc. Common examples are N-(p-methoxybenzylidene)-p′-n-butyylaniline (MBBA) and cholesteryl nanonate.

Transitions in lyotropic liquid crystalline mesophases can be driven by varying the solvent concentration, thus changing the density. Examples of molecules forming such phases are the long rod-shaped tobacco mosaic virus (TMV) and the polymer deoxyribo-nucleic acid (DNA).

Both thermotropic and lyotropic liquid crystals behave like fluids in that they cannot sustain shear. However, in contrast to ordinary fluids, they can transmit torques, due to the fact that molecules in liquid crystalline states are orientationally ordered. Their solid-like properties originate from the fact that they have an optic axis. They thus exhibit birefringence, as in anisotropic crystals. This anisotropy is also reflected in a large number of measured properties, including the electric and magnetic susceptibilities.

Molecules which form nematic mesophases are typically optically inactive. Chiral molecules, on the other hand, can form \textit{cholesteric} phases where such chirality is manifest. In the cholesteric phase, the direction of average molecular alignment order rotates in a helical manner about a common axis, with the pitch of the helix often being of order a few thousand angstroms.

Phases with partial order in the positions of the molecules are generically classified as \textit{smectic}. Smectics are divided into three broad classes, A,B and C. The smectic-A phase is composed of molecules aligned parallel to each other in an arrangement of periodically stacked layers. There is no translational order in each layer. While each layer thus behaves as a fluid, the periodicity in the layering is a property of a solid, rather than a liquid. The Smectic-C phase differs from the Smectic-A in that individual molecules are tilted away from the layer normal. In the Smectic-B phase, the individual layers have 6-fold
1.2. Nematic liquid crystals

Figure 1.3: (a) shows a unit sphere with an uniform director distribution at the isotropic phase and (b) shows the uniaxial nematic phase with concentric director distribution. Frame (a) is generated in a numerical solution of the GLdG equation for nematics, discussed in the subsequent section, in the isotropic phase, with the numerical parameters $A = 0.05, L_1 = 10, B = C = E' = L_2 = 0$ on a $16^2$ lattice system, while frame (b) is generated with the parameters, $A = -3.5, B = -0.5, C = 2.67, L_1 = 32, L_2 = E' = 0$ on a $64^2$ lattice system.

1.2 Nematic liquid crystals

This thesis studies properties of nematic mesophases, of which two examples from experiment are shown in Fig.(1.1-1.2). To define order in liquid crystalline phases, it is necessary to identify how such phases differ from isotropic liquid phases. The symmetry of the isotropic liquid phase is described through the group $T(3) \times O(3)$ [38]. These groups describe translational and rotational symmetry of the molecules in three Cartesian directions and around three independent axes. Individual molecules exhibit an uniform angular distribution, as shown in Fig.[1.3(a)] where the orientation of individual molecules is denoted by points on the surface of a unit sphere.

The nematic phase breaks the $O(3)$ rotational symmetry, selecting an arbitrary direction for the molecules to orient in parallel. This differs significantly from other systems (e.g. ferromagnetic spin systems) that also break rotational symmetry by aligning in a particular direction. Nematic liquid crystals consisting of polar or apolar molecules, need not show ferro-electricity in response to an external field. This indicates that opposite directions of orientation of the nematic molecules are equivalent. The symmetry point group of the
The nematic phase is denoted as $\mathcal{T}(3) \times \mathbb{D}_{\infty h}$ in the Schoenflies notation [38]. If only one direction of orientation of the molecules exists, defining a single optic axis, then the phase is called the uniaxial nematic.

Fig. [1.3(b)] shows the distribution of local orientations plotted on the unit sphere. The angular distribution peaks at the poles, with the location of the peak defining the average direction of orientation of the molecules. If there is a peak at $\theta$, there must be an equivalent peak at $\pi - \theta$, reflecting the uniaxiality of the phase. The same symmetry group also applied to a phase called discotic where the molecules orient themselves to an axis perpendicular to their long axis. The other phase exhibited by such molecules is the biaxial nematic phase, where the additional axes of the molecule, apart from the axis defining uniaxial ordering, may also order, leading to two different optical axes overall. The symmetry group of this phase is thus designated as $\mathcal{T}(3) \times \mathbb{D}_{2h}$ [38].

1.3 Definition of the order parameter

The nematic phase is characterized by a broken rotational symmetry in the presence of translational symmetry. A scalar order parameter (such as the density characterizing a liquid-gas transition) or a vector order parameter (such as the magnetization characterizing the paramagnetic to ferromagnetic transition in spin systems), are insufficient to quantify order in the nematic phase. As macroscopic response functions of the bulk material, such as electronic polarizability, refractive index or diamagnetic susceptibility, are tensorial and anisotropic in nature, orientational order in the nematic phase can be quantified in the same spirit through a second-rank, symmetric traceless tensor, $Q_{\alpha\beta}$ [24]. The tracelessness imposes the condition that material response is isotropic in the orientationally and translationally disordered fluid phase.

The principal axes of this tensor, obtained by diagonalizing $Q$, specify the direction of nematic ordering. The principal values represent the strength of nematic ordering.

Locally, nematic order is defined through

$$Q(x, t) = \int du f(x, u, t) \overline{uu'} \equiv \langle \overline{uu'} \rangle$$

(1.1)

where $f(x, u, t)$ is the molecular orientational distribution function at the position $x$ at time $t$ which counts the number of molecules with long axis oriented in the direction $u$. $\overline{X}$ defines the symmetric traceless part of an arbitrary real second rank tensor $X$ with

$$\overline{X} = \frac{1}{2} (X + X^T) - \frac{1}{d} \text{Tr}(X) I,$$

(1.2)

where $X^T$ denotes the transpose of the tensor i.e. $(X^T)_{\alpha\beta} = X_{\beta\alpha}$, $d$ denotes the dimension and $I$ is the identity matrix. The average is defined as $< \cdot \cdot > \equiv \int du f(x, u, t) (\cdot \cdot)$.

We can separate the variables of the distribution function by going to principal axes. The three principal axes specify the director $n$, the codirector $l$ and the joint normal to these, $m$. Since the spherical harmonics form a complete basis of orthonormal functions, the
orientational distributional function can be expanded as,

\[ f(x, u, t) = \sum_{i=0}^{\infty} g_i(x, t) Y^i(u), \] (1.3)

where \( g_i(x, t) \) are the expansion coefficients and \( Y^i(u) \) are the spherical harmonics. We can expand \( Y^i(u) \) in multiple moments, which yields the form of the distribution function as,

\[ f(x, u, t) \approx \frac{1}{4\pi} [1 + u \cdot p(x, t) + (u_\alpha u_\beta - \frac{1}{3} \delta_{\alpha\beta}) Q_{\alpha\beta}(x, t) + \cdots]. \] (1.4)

where,

\[ 1 = \int du f(x, u, t), \] (1.5)
\[ p(x, t) = \int du uf(x, u, t), \] (1.6)
\[ Q(x, t) = \int du \overline{uu} f(x, u, t). \] (1.7)

Eq. (1.5) is the normalization, Eq. (1.6) is the polarization and Eq. (1.7) is the nematic order of the system. As a conventional nematic phase is non-polar, we may take \( p = 0 \) and the first nontrivial contribution to the orientational order comes from the second moment of the expansion. Note that \( g_i(x, t) \) also contains information about the density \( \rho(x, t) \) of the phase. For simplicity, we assume that \( \rho(x, t) \) is uniform throughout the system.

Given the two principal values \( S \) and \( T \), the order parameter can be written as

\[ Q_{\alpha\beta} = \frac{3}{2} S(n_\alpha n_\beta - \frac{1}{3} \delta_{\alpha\beta}) + \frac{T}{2} (l_\alpha l_\beta - m_\alpha m_\beta), \] (1.8)

where \( \alpha, \beta \equiv x, y, z \) denote the Cartesian directions in the local frame and,

\[ S = \langle P_2(\cos \theta) \rangle = \langle (\cos^2 \theta - \frac{1}{3}) \rangle, \] (1.9)
\[ T = \langle \sin^2 \theta \cos 2\phi \rangle, \] (1.10)

are measures of uniaxial and biaxial alignment. The \( S \) and \( T \) are proportional to the spherical harmonics \( Y_{20} \) and \( Y_{22} \) respectively. These are bounded as \(-\frac{1}{3} \leq S \leq \frac{2}{3}, 0 \leq T < 3S. \) \( S = \frac{2}{3} \) correspond to the nematic phase, whereas \( S = 0 \) correspond to the isotropic phase. The (polar) angle between \( n \) and \( u \) is \( \theta \), while the (azimuthal) angle between \( l \) and \( u \) is \( \phi \) with the bound, \(-1 \leq \cos \theta \leq 1 \) and \( 0 \leq \phi < 2\pi \) respectively. \( Y_{uv} \) are the spherical harmonics defined as

\[ Y_{uv}(\theta, \phi) = \sqrt{\frac{2u+1}{4\pi} \frac{(u-v)!}{(u+v)!}} P_u^v(\cos \theta) \exp(iv\phi), \] (1.11)

where \( P_u^v(\cos \theta) \) are the associated Legendre polynomials, which forms a complete set of orthogonal functions in the index \( u \) for each \( v \) on the specified interval [1].
The tensor $Q$ is diagonal in a coordinate system aligned with the principal axes with the form,

$$Q = \begin{pmatrix}
-(S + T)/2 & 0 & 0 \\
0 & -(S - T)/2 & 0 \\
0 & 0 & S
\end{pmatrix}. \quad (1.12)$$

The order parameter defined in this manner distinguishes different phases that either preserve or break the rotational symmetry. For example, in the nematic phase corresponding to the $\mathbb{D}_\infty h$ group, there are three values of $T$ which lead to two degenerate eigenvalues of the matrix (1.12), namely $T = 0, \pm 3S$. The last two represent the discotic phase. In the uniaxial nematic phase, $T = 0$ and the tensor (1.8) takes the form $Q = (3/2)S \tilde{m} \tilde{n}$. On the other hand, in the biaxial phase corresponding to the $\mathbb{D}_{2h}$ group, $T \neq 0$ and $Q$ is represented by Eq.(1.8). In an isotropic phase, all three eigenvalues are equal and the principal directions are equivalent, hence $S = T = 0$.

A chosen coordinate system that diagonalizes the $Q$ matrix at a given point in space does not automatically diagonalize the same matrix at other points in space. In a frame of reference which is not aligned with the principal axes, we can expand the orientational tensor in a basis of symmetric traceless matrices $T^i_{\alpha\beta}$ \cite{30,66} as

$$Q_{\alpha\beta}(x,t) = \sum_{i=1}^{5} a_i(x,t) T^i_{\alpha\beta}, \quad (1.13)$$

where, $T^1 = \sqrt{\frac{3}{2}} \tilde{z} \tilde{z}$, $T^2 = \sqrt{\frac{1}{2}} (\tilde{z} \tilde{x} - \tilde{y} \tilde{y})$, $T^3 = \sqrt{2} \tilde{x} \tilde{y}$, $T^4 = \sqrt{2} \tilde{x} \tilde{z}$ and $T^5 = \sqrt{2} \tilde{y} \tilde{z}$ respectively. The complete basis of matrices is orthogonal in the sense that $T^i_{\alpha\beta}T^j_{\alpha\beta} = \delta_{ij}$. In this basis, $Q$ takes the form

$$Q = \frac{1}{\sqrt{2}} \begin{pmatrix}
-\frac{a_1}{\sqrt{3}} + a_2 & a_3 & a_4 \\
a_3 & -\frac{a_1}{\sqrt{3}} - a_2 & a_5 \\
a_4 & a_5 & \frac{2a_1}{\sqrt{3}}
\end{pmatrix}. \quad (1.14)$$

The usefulness of this expansion will be apparent in subsequent chapters of this thesis.

### 1.4 Mean field description : Statics

The Ginzburg-Landau-de Gennes (GLdG) phenomenological free energy functional $F$ \cite{23} describing the isotropic-nematic transition is obtained from a local expansion in powers of $O(3)$ rotationally invariant combinations of the order parameter,

$$F_h[Q] = \frac{1}{2} A \text{Tr} Q^2 + \frac{1}{3} B \text{Tr} Q^3 + \frac{1}{4} C (\text{Tr} Q^2)^2 + E' (\text{Tr} Q^3)^2, \quad (1.15)$$

where we consider terms upto sixth order in the order parameter. We do not include some additional terms allowed by symmetry in the spirit of simplifying the model\footnote{In the absence of external force fields (e.g. gravity, electric field etc), the linear term in the free energy expansion automatically drops out accounting to the traceless property of $Q$.}. Here $A =$
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where \( T^* \) denotes the supercooling transition temperature. From the inequality

\[
(\text{Tr}Q^2)^3/6 \geq (\text{Tr}Q^3)^2,
\]

higher powers of \( \text{Tr}Q^3 \) can be excluded for the simplest description of the uniaxial phase. The uniaxial phase is described by \( E' = 0 \) whereas \( E' \neq 0 \) describes the biaxial phase. For nematic rod-like molecules \( B < 0 \), whereas for disc-like molecules \( B > 0 \). The quantities \( C \) and \( E' \) are always taken to be positive to ensure stability and boundedness of the free energy in both the isotropic and nematic phases.

To the local free energy, non-local terms arising from rotationally invariant combinations in the lowest order in gradients of the order parameter must be added which account for low energy long range distortions \( [23] \),

\[
F_{el}[\partial Q] = \frac{1}{2}L_1(\partial_\alpha Q_{\beta\gamma})(\partial_\alpha Q_{\beta\gamma}) + \frac{1}{2}L_2(\partial_\alpha Q_{\alpha\beta})(\partial_\gamma Q_{\beta\gamma}),
\]

where the indices \( \alpha, \beta, \gamma \) denote the three Cartesian directions in the local frame, \( L_1 \) and \( L_2 \) are the elastic constants with \( L_1 \) corresponding to the isotropic elastic contribution and \( L_2 \) to the anisotropic elasticity. According to Einstein’s summation convention, repeated indices are summed over. Surface terms of the same order in gradients may also be added, but we omit them in the work presented in this thesis, with an assumption that contributions from the surface can be neglected in the problems we study.

Unlike \( O(n) \) spin systems, in nematic liquid crystals, space and spin coordinates are not decoupled. In a description of the elasticity of the nematic phase due to Ericksen and Leslie, which works with the director field \( n \), the scalar order parameter variation is neglected and three broad classes of elastic distortions, namely splay, bend and twist result,

\[
F_{el}[\partial n] = \frac{1}{2}K_1(\nabla \cdot n)^2 + \frac{1}{2}K_2(n \cdot \nabla \times n)^2 + \frac{1}{2}K_3(n \times \nabla \times n)^2.
\]

The relationship between \( L_1, L_2 \) and the Frank constants \( K_1, K_2 \) and \( K_3 \) is the following \([24, 32] \),

\[
K_1 = K_3 = \frac{9}{4}(2L_1 + L_2)S^2, K_2 = \frac{9}{2}L_1S^2.
\]

The vectors \( n, l \) and \( m \) represent the broken symmetries of the system and small fluctuations of these from the average alignment will be hydrodynamic modes. The amplitude \( S \) and \( T \) are non-hydrodynamic, contributing to the local part of the free energy.

The total free energy of the phase including local and gradient terms is given as,

\[
F = \int d^3x \left[ \frac{1}{2}A\text{Tr}Q^2 + \frac{1}{3}B\text{Tr}Q^3 + \frac{1}{4}C(\text{Tr}Q^2)^2 + E'(\text{Tr}Q^3)^2 + \frac{1}{2}L_1(\partial_\alpha Q_{\beta\gamma})(\partial_\alpha Q_{\beta\gamma}) + \frac{1}{2}L_2(\partial_\alpha Q_{\alpha\beta})(\partial_\gamma Q_{\beta\gamma}) \right].
\]

In Fig. (1.4) we show the local part of the free energy and the corresponding stable phases. The presence of the cubic term is manifest in the asymmetric double well shape of the free
energy which in turn is responsible for the first order nature of the phase transition. Setting $A = 0$ in Eq. (1.15) yields the supercooling spinodal line. The superheating spinodal line is obtained through the condition that the ordered phase becomes absolutely unstable. The isotropic phase is absolutely stable for temperatures above the superheating temperature $T^{**}$. For temperatures between $T_{NI} < T < T^{**}$, the isotropic phase is stable and the nematic phase is metastable. For temperatures in the range $T^{*} < T < T_{NI}$, with $T^{*}$ being the supercooling temperature, the isotropic phase is metastable and the nematic phase is stable. For temperatures below $T^{*}$, the only stable state is the nematic phase. Positive $S$ corresponds to the uniaxial nematic phase while negative $S$ corresponds to the discotic phase.

The inequality presented in Eq. (1.16) can be represented in a coordinate independent form with two parameters $q$ and $\omega$, which are the normalized measure of the uniaxiality and biaxiality, defined through the relation

$$q^2 = \text{Tr}Q^2 = \frac{1}{2}(3S^2 + T^2), \quad (1.21)$$

$$q^3(1 - \omega) = \sqrt{6}\text{Tr}Q^3 = \sqrt{\frac{27}{8}}(S^3 - ST^2) \quad (1.22)$$

with $\omega$ is bounded between $[0, 1]$. The condition $\omega = 0$ corresponds to the fully uniaxial phase and $\omega > 1$ corresponds to the biaxial phase with the upper bound $\omega = 1$, corresponding to a fully biaxial phase [4].

Elimination of $q$ from the above two equations results in the following form of $\omega$,

$$\omega = 1 \pm \frac{\sqrt{27}(ST^2 - S^3)}{(3S^2 + T^2)^{3/2}}. \quad (1.23)$$
The ± sign is chosen so as to satisfy the inequality $ST^2 \geq S^3$ while retaining the bound on $\omega$.

### 1.4.1 Phase diagram

A phase diagram that locates isotropic, uniaxial nematic, biaxial nematic and discotic phases in terms of the parameters of the local free energy defined in Eq. (1.15) can be calculated given the form of the Landau-Ginzburg-de Gennes free energy functional. (We correct minor errors in the calculations of the phase boundaries reported in Ref. [32].) With the form of the order parameter defined in Eq. (1.12), the homogeneous part of the free energy can be rewritten as,

$$ F_h[Q] = \alpha(S) + T^2 \beta(S) + \frac{1}{2} T^4 \gamma(S) \quad (1.24) $$

where

$$ \alpha(S) = \frac{3}{4} A S^2 + \frac{1}{2} B S^3 + \frac{9}{16} C S^4 + \frac{9}{16} E'S^6, \quad (1.25) $$

$$ \beta(S) = \frac{1}{4} A - \frac{1}{4} B S + \frac{3}{8} C S^2 + \frac{9}{8} E'S^4, \quad (1.26) $$

$$ \gamma(S) = \frac{1}{8} C + \frac{9}{8} E'S^2. \quad (1.27) $$

The minimization condition $\delta F_h / \delta T = 0$ results in the uniaxial phase $T = 0$ and the biaxial phase $T = \pm \sqrt{-\beta(S)/\gamma(S)}$. As $C$ and $E'$ are always positive to ensure boundedness of the free energy, $\gamma(S) > 0$ and $\beta(S) < 0$. The uniaxial and biaxial free energies are,

$$ F_U(S) = \alpha(S), \quad (1.28) $$

$$ F_B(S) = \alpha(S) - \frac{\beta(S)^2}{2 \gamma(S)}. \quad (1.29) $$

The first order isotropic to uniaxial nematic transition at the critical value $S = S_c$ is obtained through the conditions $F_U(S_c) = F'_U(S_c) = 0$ and $F''_U(S_c) > 0$. This then imposes the conditions

$$ A = \frac{3}{4} CS_c^2 + \frac{9}{4} E'S_c^4, \quad (1.30) $$

$$ B = -\frac{9}{2} CS_c - 9 E'S_c^3. \quad (1.31) $$

The second order uniaxial to biaxial transition at the critical value $S = S'_c$ is obtained through the conditions $F''_U(S_c) = F''_B(S_c) = 0$ and $F_U(S_c) = F_B(S_c)$. Hence,

$$ A = -\frac{9}{2} CS'_c^2, \quad (1.32) $$

$$ B = -\frac{45}{4} E'S'_c^3. \quad (1.33) $$
Figure 1.5: The mean field phase diagram obtained from the Landau-de Gennes free energy (1.15). The phase boundaries are given by solutions of the following algebraic equations: $4B^2E + B^2C(3C^2 - 144AE') = A(81C^4 - 864AC^2E' + 2304A^2E'^2)$ for the isotropic to uniaxial nematic transition; $25A^3E'^2 = -18B^2C^3$ for the uniaxial to biaxial nematic transition; $A = 0$ for the supercooling spinodal; $9B^4E' + 8B^2(C^3 - 36ACE') = 192A(C^2 - 4AE')^2$ for the superheating spinodal.

The phase diagram is shown in Fig.(1.5). In the diagram, there are lines separating the nematic phase with $S > 0$ from the discotic phase, in addition to the isotropic to nematic transition lines. There are also two uniaxial to biaxial nematic second order lines in addition to the two first order isotropic-uniaxial nematic lines. One of these transition lines marks the transition to the nematic phase with $S > 0$ and the other for the discotic phase with $S < 0$. The four phases meet at the bicritical Landau point $A = B = 0$. At the bicritical point, the isotropic to nematic transition is second order rather than first order.

### 1.5 Kinetics at zero temperature

Once perturbed from the stable state, the order is restored in the system through different routes. In the absence of flow, mean-field theory assigns the order parameter a value which minimizes the free energy. Neglecting hydrodynamics, the governing dynamics for the non-conserved order parameter can be taken to be overdamped and relaxational in nature, following from

$$
\partial_t Q_{\alpha\beta} = -\Gamma_{\alpha\beta\mu\nu} \frac{\delta F}{\delta Q_{\mu\nu}},
$$

(1.34)

with

$$
\Gamma_{\alpha\beta\mu\nu} = \Gamma[\delta_{\alpha\mu}\delta_{\beta\nu} + \delta_{\alpha\nu}\delta_{\beta\mu} - \frac{2}{3}\delta_{\alpha\beta}\delta_{\mu\nu}].
$$

(1.35)
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Here the choice of the matrix of kinetic coefficients $\Gamma_{\alpha\beta\mu\nu}$, a fourth rank symmetric, traceless tensor, ensures that the dynamics preserve the symmetry and traceless property of the order parameter. In the absence of long-range forces, a local approximation for the kinetic coefficients is adequate, and $\Gamma$ can be taken as a constant\(^2\).

Using the LGdG free energy, the equation of motion of the order parameter takes the form

$$\partial_t Q_{\alpha\beta}(x, t) = -\Gamma \left[ (A + C Tr Q^2)Q_{\alpha\beta}(x, t) + (B + 6E' Tr Q^3) \overline{Q_{\alpha\beta}(x, t)} \right. - \left. L_1 \nabla^2 Q_{\alpha\beta}(x, t) - L_2 \overline{\nabla_{\alpha}(\nabla_{\gamma} Q_{\beta\gamma}(x, t))} \right]. \quad (1.36)$$

While these equations are adequate for analytical calculations of both static and dynamical correlation functions, the change of basis described in Eq. (1.13) is more convenient for numerical solutions. In this basis, the equation of motion takes the form,

$$\partial_t a_i = -\Gamma \left[ (A + C Tr Q^2)a_i + (B + 6E' Tr Q^3)T_{i\alpha\beta} \overline{Q_{\alpha\beta}} - L_1 \nabla^2 a_i - L_2 \overline{T_{i\alpha\beta}T_{j\beta\gamma}} \partial_{\alpha} \partial_{\gamma} a_j \right]. \quad (1.37)$$

The full set of five coupled nonlinear equation are shown in Appendix A.

The advantage of this change of basis is now apparent. Rather than solve for the dynamics of the full $3 \times 3$ matrix $Q_{\alpha,\beta}$, as Eq. (1.36) would suggest, the transformation ensures that we solve only for the 5 independent parameters which define a symmetric, traceless matrix. In this basis, tracelessness is ensured \textit{apriori}, leading to considerable numerical simplification.

1.6 Organization of the thesis

We briefly describe the outline of the subsequent chapters of this thesis.

- **Chapter 2** describes the dynamics of the orientational tensor in the presence of thermal fluctuations. We discuss the autocorrelations and structure factor within both the linear and nonlinear theory of nematic liquid crystals.

- **Chapter 3** discusses a numerical methodology for solving the dynamics of the nematic orientational tensor at zero and finite temperature. We benchmarks our codes against known results. We then show how these methods can be incorporated in high performance computational codes and illustrate several visualization techniques that we have developed.

- **Chapter 4** is devoted to the application of numerical methods to the study of the isotropic-nematic interface. It starts with providing a numerical proof of the “de Gennes ansatz” for the I-N interface with planar anchoring. A calculation of biaxiality with non-zero $L_2$ parameter is also presented. The chapter concludes with a discussion of the interface with oblique anchoring.

\(^2\text{In a more general case, } \Gamma = \Gamma(Q)\)
• **Chapter 5** studies phase ordering in quenches to the uniaxial and biaxial phase from the isotropic phase. Our results describe the morphology of complex defects, study the separation of time scales and extract associated dynamical scaling exponents obtained at different times. We also study the effect of thermal fluctuations on defect statistics.

• **Chapter 6** describes the nucleation kinetics of uniaxial nematic droplets in two and three dimensions. We characterize droplet conformations, obtaining signatures of defect structures inside droplets.

• **Chapter 7** concludes the thesis with a summary of the main results and suggestions for future directions which could extend the work presented in this thesis.
In this chapter we present explicit noisy Langevin equations for the time evolution, within the time-dependent Ginzburg-Landau-de Gennes model, of the components of the nematic order parameter $Q_{\alpha\beta}$. We show how these equations can be used to obtain the static and dynamic correlations of the order parameter. We calculate these correlations in the linear as well as in the non-linear theory. The stochastic forces which enter these TDGL equations are expanded in an appropriate symmetric tensorial basis, ensuring the traceless symmetric property of the order parameter at all times.

While earlier analytic calculations of Stratonovich probed the static and dynamic properties in the linear regime [67], a purely analytic calculation within the fully non-linear theory appears to be impossible. No numerical approach to the problem exists in the literature. The methodology described and used in this chapter and subsequent ones enables us to numerically check the results of the linear theory as well as to address the non-linear noisy problem for the first time.

### 2.1 Introduction

Liquid crystals are easily deformable by thermal forces. In thermal equilibrium, individual nematic particles are immersed in an heat bath of surrounding molecules. Interactions with these molecules lead to random thermal forces acting on the particles and dissipation in the form of heat. Thus, while on an average the mean velocity of each particle is zero, the standard deviation of velocity fluctuations is non-zero. At equilibrium, the strength of thermal fluctuations and the magnitude of energy dissipation are connected to the temperature of the bath via a fluctuation-dissipation relation. Quantitatively, the strength of fluctuations is manifest in two point correlations of the order parameter. This correlation function is measured in light scattering experiments [55].

In the isotropic phase, correlations in the orientational tensor are described by an Ornstein-
Zernicke form \[53\],

\[
\langle Q_{\alpha\beta}(0)Q_{\mu\nu}(x) \rangle \sim \frac{e^{-|x|/\xi}}{|x|^{(d-1)/2}} \left[ \delta_{\alpha\mu} \delta_{\beta\nu} + \delta_{\alpha\nu} \delta_{\beta\mu} - \frac{2}{3} \delta_{\alpha\beta} \delta_{\mu\nu} \right]
\]

where \(d\) is the dimension and \(\xi\) is a correlation length measuring the characteristic distance over which fluctuations are correlated. This correlation length \(\xi\) increases rapidly as the supercooling temperature \(T^*\) is approached, diverging as \((T - T^*)^{-\nu}\) with \(\nu = 0.5\), a divergence which is preempted by the isotropic-nematic transition in equilibrium. These “nematic swarms”, nematic droplets of size \(\xi\), produce enhanced opalescence close to the isotropic-nematic transition, in many ways resembling the critical opalescence seen in fluids close to their critical points arising out of large-scale density fluctuations \[24\].

Fluctuations in the nematic phases are disregarded in the previously studied liquid crystal problems, as the free energy difference between different phases are typically larger than the thermal energy \(k_B T \[77\]). However, fluctuations play a central role in the dynamics and the transition pathways between different phases. It is crucial to incorporate noise in the problems that we have studied and their importance will be apparent in the later chapters of the thesis. Fluctuations in the uniaxial nematic phase of a liquid crystal have been studied with the assumption that such effects only affect the director degree of freedom, preserving the magnitude of the nematic order parameter \(S\). In general however, the nematic order parameter has five independent components. Although the Ericksen-Leslie theory of nemato-hydrodynamics has been widely used to study dynamical properties, it neglects fluctuations in the amplitude of uniaxiality in the uniaxial nematic phase, as well as biaxial fluctuations. A systematic way to account for these different fluctuations is to study the dynamics of the full tensor \(Q\).

In the next section we derive fluctuating equations of motion for \(Q\). In subsequent sections, we show how this equation of motion may be used to calculate static and dynamic correlators in the isotropic as well as the uniaxial nematic phase.

### 2.2 Fluctuating kinetics of the order parameter

In the high density and high viscosity limit, fluctuations in the local density and velocity are small and can be neglected. In the limit that hydrodynamic interactions may be neglected, \(i.e.\) the Rouse or free-draining limit, the dynamical fluctuations of \(Q_{\alpha\beta}\) are not coupled to the fluctuations in other hydrodynamic variables. At non-zero temperature, the bath variables exert a fluctuating force on the molecules of the nematic sample. This in turn results in fluctuations in the local orientation of the nematic. In the presence of thermal fluctuations, the Langevin equations for the nematic orientation tensor are those appropriate to a non-conserved order parameter with an overdamped, relaxational dynamics of the form \[11\]

\[
\partial_t Q_{\alpha\beta} = -\Gamma_{\alpha\beta\mu\nu} \frac{\delta F}{\delta Q_{\mu\nu}} + \xi_{\alpha\beta},
\]

where the kinetic coefficient \(\Gamma_{\alpha\beta\mu\nu}\) is defined in Eq.(1.35). In the uniaxial nematic phase having long range interaction between the molecules, a more complicated form of the kinetic
2.2. Fluctuating kinetics of the order parameter

coefficient involving the symmetry allowed terms of the orientation tensor may be sought\(^1\).

The \(\xi_{\alpha\beta}\) are symmetric, traceless Gaussian white noises, which satisfy a fluctuation-dissipation relation at equilibrium of the form

\[
\langle \xi_{\alpha\beta}(x, t) \rangle = 0, \quad (2.3)
\]

\[
\langle \xi_{\alpha\beta}(x, t) \xi_{\mu\nu}(x', t') \rangle = 2k_B T \Gamma_{\alpha\beta\mu\nu} \delta(x - x') \delta(t - t'). \quad (2.4)
\]

Here \(k_B\) is the Boltzmann constant, \(T\) is the temperature of the bath and \(\langle \rangle\) denotes the average over the probability distribution of the noise \(\xi\). These Langevin equations, together with the fluctuation-dissipation relation for the noise, ensure that the stationary one-point probability distribution of \(Q_{\alpha\beta}\), \(P[Q_{\alpha\beta}]\), converges to Boltzmann equilibrium in the long time limit with \(P[Q_{\alpha\beta}] \sim \exp(-F/k_B T)\).

The equations presented above are five coupled, non-linear stochastic partial differential equations, with a noise term which has a tensorial structure. A numerical method of solution must maintain the symmetry and traceless of \(Q_{\alpha\beta}\). To ensure equilibrium dynamics, it must also maintain the balance between fluctuation and dissipation. These two stringent requirements may be satisfied by transforming to a basis in which \(Q_{\alpha\beta}\) is traceless and symmetric by construction. Symmetry and tracelessness of \(Q_{\alpha\beta}\) is then automatically ensured. The noise can be constructed out of independent Gaussian noises.

Here we present an explicit construction of the noise, implemented by expanding in the same basis. We write

\[
\xi_{\alpha\beta}(x, t) = \sum_{i=1}^{5} \xi_i(x, t) T_{\alpha\beta}^i, \quad (2.5)
\]

where each \(\xi_i(x, t)\) is a zero-mean Gaussian white noise. From the orthogonality of the basis the inverse relation is

\[
\xi_i(x, t) = \sum_{\alpha, \beta} \xi_{\alpha\beta}(x, t) T_{\alpha\beta}^i. \quad (2.6)
\]

From this, and the fluctuation-dissipation relation it follows that

\[
\langle \xi_i(x, t) \xi_j(x', t') \rangle = \sum_{\alpha\beta\mu\nu} \langle \xi_{\alpha\beta}(x, t) \xi_{\mu\nu}(x', t') \rangle T_{\alpha\beta}^i T_{\mu\nu}^j, \quad (2.7)
\]

\[
= \sum_{\alpha\beta\mu\nu} 2k_B T \Gamma_{\alpha\beta\mu\nu} T_{\alpha\beta}^i T_{\mu\nu}^j \delta(x - x') \delta(t - t'),
\]

\[
= 2k_B T \Gamma \delta_{ij} \delta(x - x') \delta(t - t').
\]

This shows that the non-trivially correlated noise \(\xi_{\alpha\beta}\) can be constructed from uncorrelated noises \(\xi_i\). Thus, by construction, the noise \(\xi_{\alpha\beta}\) is symmetric, traceless and satisfies the fluctuation-dissipation relation.

---

\(^1\)In the uniaxial nematic phase, Stratonovich has shown that three fourth rank tensors incorporating combinations of the director \(n\) and \(\delta\) can account for the two transverse fluctuations along with the longitudinal fluctuation of the nematic director [67].
The equations of motion in this basis are [11],
\[
\partial_t a_i = -\Gamma [(A + C \text{Tr} Q^2) a_i + (B + 6 E' \text{Tr} Q^3) T_{\alpha\beta}^i Q_{\alpha\beta}^2 - L_1 \nabla^2 a_i] + \xi_i. \tag{2.8}
\]
where $Q_{\alpha\beta}^2$ is the traceless symmetric projection of $Q_{\alpha\beta}$. 

### 2.3 Static and dynamic correlations

Static and dynamical correlations in the isotropic and nematic phases can be calculated using the Langevin equations described above. The real-space correlation function is defined as
\[
C(r,t) = \int d^3x Q_{\alpha\beta}(x,t)Q_{\beta\alpha}(x+r,t), \tag{2.9}
\]
while its Fourier transform is,
\[
S(k,t) = \frac{Q_{\alpha\beta}(k,t)Q_{\beta\alpha}(-k,t)}{\int d^3k Q_{\alpha\beta}(k,t)Q_{\beta\alpha}(-k,t)}. \tag{2.10}
\]

We evaluate these functions numerically (Chapter 5). We present the auto-correlation and the structure factor\(^2\) for the fluctuating nematic theory in the Gaussian approximation and the uniaxial nematic case in the subsections which follow.

#### 2.3.1 Correlations in the linear theory

When anharmonic terms are ignored in the GLdG free energy functional, the Langevin equations are linear and correlation functions can be calculated explicitly in the $T$ basis. The Langevin equations of motion in Fourier space in terms of
\[
a_i(q,t) = \int d^3x \exp(-i q \cdot x)a_i(x,t), \tag{2.11}
\]
are
\[
\partial_t a_i(q,t) = -\Gamma (A + L_1 q^2)a_i(q,t) + \xi_i(q,t). \tag{2.12}
\]
From this expression, the static and dynamic correlations follow immediately,
\[
C_{ij}(q) = \langle a_i(q)a_j(-q) \rangle = \frac{k_B T}{A + L_1 q^2} \delta_{ij}, \tag{2.13}
\]
and
\[
C_{ij}(q, \tau) = \langle a_i(q,t)a_j(-q, t + \tau) \rangle = C_{ij}(q) \exp[-\Gamma (A + L_1 q^2) \tau], \tag{2.14}
\]
The static and dynamic correlations for $Q_{\alpha\beta}$ are then obtained by returning to the original basis. The stationary probability distribution generated by the Langevin dynamics is Gaussian with zero mean and variance $C_{ij}(q)$, consistent with Boltzmann equilibrium.

\(^2\)The auto-correlation is defined as the correlation in time (in real or in Fourier space) of the order parameter fluctuations while the structure factor is the correlation in space at equal times.
2.3.2 Correlations in the nonlinear theory

The nematic equations of motion [Eq.(2.8)] are plainly anharmonic and the analytical solutions obtained in the previous subsection within the harmonic expansion are no longer available for comparison. To study the correlations in the fluctuating uniaxial nematic phase ($E' = 0$), we extract the fluctuations of the angular displacements from the uniform nematic ground state using an approach based on the Frank free energy.

Consider an uniform uniaxial nematic with director $\mathbf{n}_0$ with small fluctuations $\delta \mathbf{n}(x)$. Decomposing the fluctuations into parts parallel and perpendicular to $\mathbf{n}_0$ and imposing the normalization of the director, we find from the Frank free energy that,

$$\langle |\delta n_\perp(q)|^2 \rangle = \frac{k_B T}{K q^2},$$  
(2.15)

where $K = (9S^2/2)L_1$ is a Frank constant [32]. This arises due to the the hydrodynamic character of director fluctuations about the uniform $\mathbf{n}_0$ obtained in the ordered phase. These fluctuations are Goldstone modes. Since fluctuations in the plane perpendicular to $\mathbf{n}_0$ can be characterized through a single angle $\theta$, an equivalent result is

$$\langle \theta(q)\theta(-q) \rangle = \frac{k_B T}{K q^2}.$$  
(2.16)

2.4 Conclusion

In this chapter, we have presented a fluctuating model-A TDGL equation for the nematic orientation tensor. Such an an equation has not, to our knowledge, appeared before in the literature, possibly because the $Q$ description is somewhat more uncommon than the Frank description in terms of the director $\mathbf{n}$. The tensor form of the stochastic force is constructed so as to satisfy the symmetry and tracelessness properties of the tensorial order parameter at all times, while its magnitude is chosen so as to obey the fluctuation dissipation relation. We have shown how such a construction leads us to a set of five coupled non-linear stochastic differential equations, which can be numerically integrated. An accurate numerical methodology can then provide a way to benchmark analytic calculations in the fully non-linear regime as well as allow calculations in a regime where order parameter amplitude fluctuations cannot be neglected.

We present such a methodology in the next Chapter, which we then use to evaluate static and dynamic correlations in the linear theory, comparing these results to the analytic ones obtained above. The transverse correlation of the director is calculated in the fully non-linear theory where analytic results do not exist and compared to results based on the expansion method indicated above.
Chapter 3

Numerical method for order parameter dynamics

In this chapter, we describe several numerical methodologies for the integration of the tensorial nematic equation of motion obtained in the previous chapter. We believe that these methods are applied to the study of the dynamic behaviour of nematic liquid crystals for the first time.

We first illustrate the non-dimensionalization of the different parameters arising in the Landau-de Gennes theory, thus setting basic length and time scales for the problems addressed in this thesis. We describe a numerical method, known as the method of lines, for integrating the deterministic part of the equation without approximation, illustrating this method using a parabolic initial value problem. The numerical implementation makes it possible to address several long-standing problems without resort to approximations: the structure of the isotropic-nematic interface, the structure of nematic droplets in an isotropic environment and dynamical scaling in coarsening kinetics. These form the topics of later chapters.

We then present a highly accurate technique for discretizing the derivative operator appearing in the GLdG equation. This spectral collocation technique is implemented for the first time, to our knowledge, for the TDGL equations for nematics. We illustrate the underlying idea using the example of a scalar equation. The accuracy of the technique makes it possible to understand several subtle properties of the isotropic-nematic interface. It can be applied to several associated problems which have not yet been addressed due to lack of efficient numerical methods [57].

We calculate the two-point correlations in real and Fourier space for the general nematic problem, working with the full non-linear theory. We then describe how these techniques can be extended to high performance computation. We conclude this chapter with an illustration of a new visualization technique for scalar and tensor fields relevant to our problem.

3.1 Introduction

The equations for the relaxational dynamics of the orientational order parameter presented in the previous chapter are a set of five coupled and parabolic differential equations. These
Uniaxial order \[ S = 3(1 + \sqrt{1 - 24AC/B^2})/4 \]

Uniaxial order at coexistence \[ S_c = -2B/9C \]

Free energy at coexistence \[ \mathcal{F}_c = 9CS_c^4/16 \]

Correlation length \[ l_c = \sqrt{54C(L_1 + 2L_2/3)/B^2} \]

Relaxation time \[ \tau = (\Gamma \mathcal{F}_c)^{-1} \]

Table 3.1: The dimensional parameters used for non-dimensionalization the order parameters, free energy with length and time scale.

are highly non-linear, contain anisotropic gradient terms and are coupled strongly to each other.

The problems we study are categorized into two classes. One ignores the effect of fluctuations and focuses on the solution of the five partial differential equations (PDE). The other class of problems incorporates the fluctuating noise term, thus making these equations stochastic differential equations. No analytical solutions are available for these equations in general in either of these cases. Efficient and accurate numerical methods must therefore be sought. Conventionally, the methods used to solve the deterministic equations are based on the standard finite difference technique \cite{77}. The elegance in our method can be well justified in terms of computational efficiency, when extended to the stochastic problems, as discussed in the subsequent sections.

### 3.2 Non-dimensionalization of the parameters

We scale the order parameter as \( Q_{\alpha\beta}^* = Q_{\alpha\beta}/S_c \) and \( S^* = S/S_c \), while the free energy is scaled as \( \mathcal{F}^* = \mathcal{F}/\mathcal{F}_c \). Here \( \mathcal{F}_c \) is proportional to the free energy barrier between the isotropic and nematic minima at coexistence. We measure lengths in units of \( l_c \). Finally, time is non-dimensionalised by the characteristic relaxation time \( \tau \).

The dimensional quantities which we use to scale the parameters are defined in terms of the Landau parameters in the Table 3.1. We choose the discretization length \( \Delta x = \Delta y = \Delta z = 1 \) and the integration time step \( \Delta t = 1 \). These define simulation units of length and time. To ensure that discretization errors and artifacts are kept to a minimum, the discretization length must be much smaller than the characteristic length \( \Delta x = \Delta y = \Delta z \ll l_c \). The integration time step must be much smaller than the characteristic time scale \( \Delta t \ll \tau \). The dimensionless discretization scales must then satisfy \( \Delta x \rightarrow \Delta x/l_c \ll 1, \Delta y \rightarrow \Delta y/l_c \ll 1, \Delta z \rightarrow \Delta z/l_c \ll 1 \) and \( \Delta t \rightarrow \Delta t/\tau \ll 1 \).

Our simulations are performed maintaining the above conditions, on grid sizes ranging from \( 16^2 \) to \( 1024^2 \) in two dimensions and \( 32^3 \) to \( 256^3 \) in three dimensions.
3.3 Method of lines

In this section we present a method, based on the strategy of semi-discretization, whereby an initial value deterministic PDE is discretized only in the spatial variables to yield a set of coupled ordinary differential equations (ODE). These ODEs can be solved using powerful general purpose solvers. In the literature, this semi-discretization strategy goes by the name of the ‘method of lines’ (MOL) \[44, 43\], since the solutions are obtained along fixed lines in the space-time plane.

To illustrate the idea of MOL, consider a parabolic initial-value problem in a single spatial variable \(x\), the diffusion equation for a scalar field \(\psi(x,t)\) given as,

\[
\partial_t \psi(x,t) = D \nabla^2 \psi(x,t).
\] (3.1)

The semi-discretization technique proceeds by restricting the field \(\psi(x,t)\) to a set of \(N\) discrete ‘collocation’ points, \(x_n = n\Delta x, n = 1, 2, \ldots, N\), spaced \(\Delta x\) apart, and then uses a discrete approximation for the Laplacian based on these points. The simplest of these approximations is based on local polynomial interpolation, resulting in finite difference (FD) schemes \[43\]. However, the MOL is not restricted to finite differences. When high accuracy is needed, global interpolation based on trigonometric or Chebyshev polynomials can be used to generate spectral approximations of derivatives \[70\]. When conservation laws need to be respected, finite volume approximations to the derivatives can be used \[42\]. In complicated geometries, a finite-element discretization may be the most appropriate.

In this example, the simplest approximation is based on nearest-neighbour finite differences, for which

\[
\nabla^2 \psi(x_n) = \frac{1}{(\Delta x)^2} [\psi(x_{n+1}) - 2\psi(x_n) + \psi(x_{n-1})] + O[(\Delta x)^2].
\] (3.2)

Inserting this into the diffusion equation, we obtain a set of coupled ordinary differential equations

\[
\partial_t \psi(x_n,t) = \frac{1}{(\Delta x)^2} [\psi(x_{n+1}) - 2\psi(x_n) + \psi(x_{n-1})].
\] (3.3)

This coupled set of ODEs, together with initial and boundary conditions, can now be integrated with a suitable numerical integration scheme which ensures accuracy, efficiency, and stability. It is at this stage that the flexibility of the MOL is most apparent, since any number of numerical integration schemes can be implemented without affecting the spatial discretization. Depending on the nature of the system of ODEs, the optimal choice may be either an explicit scheme, an implicit scheme, or one which is designed to handle stiffness. In the above example, for instance, it is well known that an explicit Euler integration scheme leads to an instability unless the time step \(\Delta t\) is constrained by the Courant-Friedrichs-Lewy condition \(\Delta t < (\Delta x)^2/2D\) \[43\]. In contrast, an implicit integration scheme based on the trapezoidal rule gives the stable Crank-Nicolson update \[43\]. In general, semi-discretization followed by numerical quadrature provides an elegant way of deriving many of the well-known schemes for parabolic PDEs.
The practical implementation of PDE solvers using the MOL discretization is simple since the spatially discretized ODE system can be passed directly to a general purpose ODE solver. The complexity, both algorithmic and computational, in the numerical integration can thereby be transferred directly to the ODE solver library.

We have followed the MOL discretization to construct a solver for PDEs describing the deterministic dynamics of the orientational order parameter presented in the previous chapter. We have used standard nearest-neighbour second-order accurate finite difference formula for first and second derivatives in the spatial discretization [1]. More accurate difference approximations to derivatives can be obtained using Fornberg’s general formula [29]. For the temporal integration, we have used the ODE solver routines in the GNU Scientific Library [27]. For the problems we study in this thesis, we find that an explicit multi-stage integrator gives a good compromise between accuracy, stability and computation expense.

Finally, it should be mentioned that the MOL discretization is not restricted to parabolic initial value problems, but also applies to hyperbolic and mixed parabolic - hyperbolic PDEs [44]. This allows the method to be extended to situations where effects of advection from hydrodynamic flow need to be accounted for. On an Intel(R) Core(TM)2 Duo CPU with speed 2.66GHz, the MOL code takes 0.33 seconds for one time step once a lattice size of 256².

### 3.4 Spectral collocation technique

The simplest way of deriving the FD form of the derivative presented in Eq. (3.2) is to construct a local polynomial interpolant \( P(x_n) \) of degree \( \leq 2 \) with \( P(x_{n+1}) = \psi_{n+1}, P(x_n) = \psi_n \) and \( P(x_{n-1}) = \psi_{n-1} \) and differentiating \( P(x_n) \) and evaluating at \( x = x_n \). The degree of the polynomial can be increased to yield a dense differentiation matrix that converges as \( \mathcal{O}(\Delta x)^{\text{degree}} \). In the spectral collocation method (SCM), the spatial part is discretized through an expansion in an orthogonal basis of Chebyshev polynomials in a bounded interval. The spatial discretization is done on the Chebyshev points \( x_j = \cos(j\pi/N), j = 0, 1, \ldots, N \) which are the projections of equispaced points on the upper half periphery of a unit circle on the x-axis bounded by the interval \([-1, 1]\). This points which cluster mostly at the boundaries, constructed from Chebyshev polynomials, are used to construct the differentiation matrix. This is carried out by construction of a global polynomial interpolant \( \leq N \) and differentiation and evaluation of the interpolant at the required space point. Differentiation operators constructed from this Chebyshev interpolant are spectrally accurate, in the sense that the error vanishes exponentially in the number of retained polynomials.

The implementation of boundary condition in SCM is fairly straightforward for the problems related either to a bounded interval or an open interval. For problems with periodic domain, trigonometric polynomial interpolant is constructed on equispaced grid, whereas, for problems with non-periodic domain, algebraic polynomial interpolant is constructed on unevenly spaced grid, one of the examples are the Chebyshev interpolant. Imposing either
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Figure 3.1: Variation of the scalar magnetization $\psi$ across the planar interface. Symbols represent spectral data, solid curves are the analytic solution of Eq.(3.4). The inset shows the maximum error obtained doing a spectral calculation in the least square approximation. The numerical parameters are $\epsilon = 0.01$ and $N = 16, 32, 48$ and 64.

Dirichlet, Neumann or Robin boundary condition\(^1\) is easy to implement in SCM, which can either be implemented through restricting the interpolants to satisfy the boundary condition or by adding additional equations to enforce the boundary condition without restricting the interpolant.

### 3.4.1 Benchmark of Allen-Cahn equation

To illustrate the idea of SCM, consider a parabolic initial-value problem in a single spatial variable $z$: the one dimensional Allen-Cahn bistable equation for a scalar field $\psi(z,t)$ representing a nonlinear reaction-diffusion system given as

$$\partial_t \psi(z,t) = \psi(z,t) - \psi^3(z,t) + \epsilon \nabla^2 \psi(z,t),$$  \hspace{1cm} (3.4)

whose solution has a profile $\psi(z,t) = \tanh(z/\xi)$ bounded between $\pm 1$ and $\xi = \sqrt{2\epsilon}$ denote the correlation length. The interpolant is constructed so as to satisfy Dirichlet boundary conditions. In Fig.(3.1), we plot the equilibrium profile of $\psi(z)$ with increasing number of Chebyshev polynomial $N$ from 16 to 64. In the inset, we show how the maximum error committed using the SCM goes down with $N$. The DMSUITE library is used for the numerical implementation of SCM [74].

\(^1\)The Dirichlet condition specifies field values at the boundary, the Neumann condition specifies the derivative of the field at the boundary while the Robin condition specifies both Dirichlet and Neumann conditions simultaneously at the boundary.
3.5 Stochastic method of lines

The fluctuating nematodynamic equations contained in Eq.(1.34) are five non-linear stochastic partial differential equations which can only be studied numerically. Here we combine the method of lines for solving initial-value PDEs presented in the previous section, with a stochastic version of the Runge-Kutta integrator for systems of stochastic ordinary differential equations. This enables us to construct an accurate and efficient solver for the equations of fluctuating nematodynamics. The results we present in this thesis were first described in [10], where a method of lines approach was used to solve the deterministic time-dependent Ginzburg-Landau equations numerically. The methodology here can thus be thought of as a generalization of the method of lines to stochastic PDEs. To apply the MOL to stochastic PDEs, we must account for the fact that integrators for ODEs do not automatically provide efficient and accurate solutions of stochastic differential equations (SDE). Qualitatively, the noise term in a SDE is a rapidly varying function and hence must be integrated with some care. At a more technical level, the noise is a Wiener process and the theory of stochastic integration must be used to evaluate it correctly [31].

Common stochastic integrators include those due to Maryuama [46] and Milstein [50]. In our work, we use an integrator proposed recently by Wilkie [75], based on a multi-step Runge-Kutta strategy. The integrator is accurate and easy to implement by making small changes to a deterministic Runge-Kutta integrator. Further, since it is an explicit integrator, no matrix inversions are involved. This makes it attractive when the MOL semi-discretization produces a large system of ODEs, as in our case.

3.5.1 Benchmark of Ornstein-Uhlenbeck process

To test Wilkie’s algorithm for a stochastic Runge-Kutta integrator (SRK4), and to check the validity of the fluctuation-dissipation relation, we perform a simple benchmark test on the Ornstein-Uhlenbeck process, which is the velocity of a Brownian particle represented as the Ito differential equation,

\[ dv(t) = -\Gamma v(t) dt + dW(t), \]

(3.5)

where \( dW(t) = \sqrt{2k_B T \Delta t} N(0,1) \) is the increment of the stochastic variable in the interval \( dt \), and \( N(0,1) \) is a zero-mean unit-variance normal deviate. By construction, the increments of this stochastic variable are independent and normally distributed with mean \( \langle dW(t) \rangle = 0 \). The particular choice of the variance ensures that the equilibrium distribution of \( v \) is a Gaussian with variance \( k_B T \). The stationary two-point autocorrelation of the velocity from Eq.(3.5) is,

\[ \langle v(t)v(t+\tau) \rangle = k_B T \exp(-\Gamma \tau). \]

(3.6)

Fig.(3.2) shows the autocorrelation as a function of time and the histogram of equal-time fluctuations of \( v \). It is well known that statistical error committed due to a time integration over a single realization is error-prone with an uncertainty of 20% in order, which reduces by a factor of \( 1/\sqrt{N} \), where \( N \) is the number of independent realization of the sample [78]. The variance \( \langle v^2 \rangle = k_B T \) is correctly reproduced, as is the exponential decay of the
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Figure 3.2: Autocorrelation function for the Ornstein-Uhlenbeck process, showing $\langle v(t)v(t+\tau) \rangle$ as a function of the time increment $\tau$. The inset shows the histogram of fluctuations. It is Gaussian with the expected variance. The numerical parameters chosen are $\Gamma = k_B T = 0.1, dt = 1.0$. The average is taken over 10 independent realizations while the integration is performed for $10^6$ SRK4 steps.

We conclude that SRK4 is suitable as an integrator for problems where the fluctuation-dissipation relation must be maintained.

3.5.2 Discretization of fluctuating nematodynamics

We now apply the MOL together with SRK4 to obtain a stochastic method lines (SMOL) discretization for the equations of fluctuating nematodynamics. We benchmark our numerical results by comparing autocorrelations within a harmonic theory which accurately describes fluctuations about the isotropic phase. We then consider expansions about the ordered state, comparing static correlations obtained analytically within the Frank approximation with our numerical results.

We use a FD discretization with nearest-neighbour stencils for gradients and the Laplacian. We implement periodic boundary conditions. Specifically in three dimensions, we consider a box of dimension $L_x, L_y$ and $L_z$ along the Cartesian directions, and grid these lengths with equal grid spacing $\Delta x = \Delta y = \Delta z = 1$. The latter defines lattice units for the spatial coordinate. We define corresponding discrete time units for the temporal variables by choosing $\Delta t = 1$. Fourier modes are labeled by the wave-vector $\mathbf{q} = (q_x, q_y, q_z)$, where each component is of the form $q_\alpha = 2\pi n_\alpha/L_\alpha$, with $n_\alpha = 0, 1, 2, \ldots, (L_\alpha - 1)$.

With this discretization, the Laplacian in Fourier space is given by

$$\mathcal{L}(\mathbf{q}) = 2[\cos(q_x) + \cos(q_y) + \cos(q_z) - 3]. \quad (3.7)$$

The nearest-neighbour finite difference stencil suffers from lack of isotropy at high wavenumbers. This can be improved through the use of higher-point stencils [1, 54, 65]. Applying the
MOL semi-discretization to Eq.(1.34) reduces it to a system of stochastic ordinary differential equations, whose Fourier representation in the harmonic approximation of Eq.(2.12) is

\[
\partial_t a_i(q,t) = -\Gamma D a_i(q,t) + \xi_i(q,t).
\]

(3.8)

The Fourier representation of the drift-diffusion dynamics is encoded in the linear operator \(D\),

\[
D = A - L_1 L(q).
\]

(3.9)

Fourier representations of the one and two-dimensional MOL semi-discretizations are obtained by setting the corresponding wavenumbers to zero.

### 3.5.3 Correlations in the linear theory

The static and dynamic correlations in Fourier space follow in a straightforward manner through the replacement of \(q^2\) by its discrete Laplacian representation. The results are

\[
C_{ij}(q) = \frac{k_B T}{D} \delta_{ij},
\]

(3.10)

\[
C_{ij}(q,\tau) = C_{ij}(q) \exp(-\Gamma D \tau).
\]

(3.11)

It is also useful to define an angle-averaged structure factor \(C(q) = \sum_{|q|=q} C_{ij}(q)\) for comparison with the numerical simulation.

We now compare theoretical and numerical results: in Fig.(3.3) we show the histogram of the \(a_i(q)\) for a particular Fourier mode. This is normally distributed, as expected, with zero.
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Figure 3.4: (a) Contour plot of the structure factor $C_{ij}(q)$ and (b) angular average of $C_{ij}(q)$. The parameters are $k_B T = A = 0.05$, $L_1 = 0.5$, $\Gamma = 1.0$. The time averaging is over $5 \times 10^4$ time steps and ensemble averaging is over 20 independent realizations in a box with $L_x = L_y = 64$. The relaxation time scale for the shortest Fourier mode is $\tau = (\Gamma A)^{-1} = 20$ and the correlation length is $\lambda = \sqrt{L_1/A} = 3.16$. 
mean and variance as required by thermal equilibrium. Similarly, all Fourier modes examined have correct normal distributions. The variances obtained are compared in Fig.[3.4(a)] with the analytical values by plotting contours of $C_{ij}(q)$. There appears to be excellent agreement.

A closer inspection reveals some degree of anisotropy in both the analytical and numerical results at high wavenumbers. This is attributed to the lack of isotropy of the nearest-neighbour finite-difference Laplacian mentioned earlier. However, the anisotropies are removed upon angular averaging, as shown in Fig.[3.4(b)]. Thus, the present discretization should be adequate in most cases, unless highly accurate isotropies are required from the simulation. From these results, we conclude that correlations in thermal equilibrium are accurately captured by the stochastic method of lines approach.

We next compare the dynamics of fluctuations at equilibrium, by comparing two-point autocorrelation functions calculated analytically and numerically. Fig.(3.5) shows $C_{ij}(q, \tau)$ for three sets of Fourier modes. The exponential decay of the autocorrelation function is reproduced accurately within the numerics and fit the theoretical curve very closely. We conclude, therefore, that the stochastic method of lines accurately reproduces both static and dynamic fluctuations in a harmonic theory.

### 3.5.4 Correlations in the nonlinear theory

Finally, we compare theory and simulation in a situation where a linearization of the $Q_{\alpha\beta}$ equations about $Q_{\alpha\beta} = 0$ is inapplicable, that of director fluctuations within the nematic
3.6. High performance computation

In principle, the nematic equations of motion can be numerically integrated on any platform. The time scale for the smallest Fourier mode in the problem to relax goes as $\tau \sim L^d$ where $d$ is the number of space dimensions and $L$ is the system size. However, there are occasions, such as the study of phase transitions, in which behaviour in the thermodynamic limit $L \to \infty$ must be studied, which then implies $\tau \to \infty$. Also, whenever multiple length and time scales coexist, a long time simulation of large system sizes must be performed.

A serial compute machine performs a time update by executing discrete sets of instructions on each lattice node in the subsequent clock time utilizing the CPU memory resulting
into a computational time $\sim L^3$. This increase with system size implies that serial computing cannot access very large system sizes within achievable computational time. This is, instead, achieved through the use of parallel clusters, where the lattice is domain-decomposed into variable sized sub-lattices which are distributed to the processing elements (PE) that contain local information about the sub-lattice. A haloed region of grid spacing $\Delta x$ owned by the neighboring processors is used to communicate the data between the PE’s. Time updates are performed simultaneously on each compute machine of the cluster, thus reducing the computational time by a factor of $1/N$ where $N$ is the number of machines in the cluster.

To remove the instabilities arising due to the use of explicit time update discussed in the previous sections and to achieve convergence of the algorithm of any order in $\Delta t$, an implicit time update have to be used. For this purpose, the Jacobian matrix $J$ has to be inverted in each time update. In our algorithm, the Jacobian matrix has to be provided to the integrator to use this.

### Table 3.2: Scaling of the parallel code with the number of cores in a node for a $128^2$ lattice.

<table>
<thead>
<tr>
<th>Number of processors</th>
<th>CPU time (in secs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.000392</td>
</tr>
<tr>
<td>2</td>
<td>0.000229</td>
</tr>
<tr>
<td>6</td>
<td>0.000122</td>
</tr>
<tr>
<td>10</td>
<td>0.000095</td>
</tr>
<tr>
<td>14</td>
<td>0.000084</td>
</tr>
<tr>
<td>18</td>
<td>0.000086</td>
</tr>
<tr>
<td>22</td>
<td>0.000076</td>
</tr>
<tr>
<td>26</td>
<td>0.000075</td>
</tr>
<tr>
<td>30</td>
<td>0.000070</td>
</tr>
</tbody>
</table>

3.6.1 Benchmark of Allen-Cahn equation

To illustrate the idea, we simulate the dynamics of the Allen-Cahn equation, defined in Eq. (3.4) on a three dimensional lattice with linear dimension $L_x, L_y$ and $L_z$. We use a lexicographic projection to construct a single index from the lattice index, defined as $m = i + jL_x + kL_xL_y$ where, $i, j, \text{ and } k$ varies from 0 to $L_x - 1, L_y - 1$ and $L_z - 1$ respectively. In the FD approximation, the equation reduces to the form,

$$
\partial_t \psi_m = [1 - \psi_m^2 - \frac{6\epsilon}{(\Delta x)^2}]\psi_m + \frac{\epsilon}{(\Delta x)^2}(\psi_{m+1} + \psi_{m-1} + \psi_{m+L_x} + \psi_{m-L_x} +
\psi_{m+L_y,L_x} + \psi_{m-L_y,L_x})
$$

(3.13)

and the Jacobian matrix, defined as $J_{m;n} = \partial_t \psi_m/\partial \psi_n$ is,

$$
J_{m;n} = [1 - 3\psi_m^2 - \frac{6\epsilon}{(\Delta x)^2}]\delta_{m;n} + \frac{\epsilon}{(\Delta x)^2}(\delta_{m+1;n} + \delta_{m-1;n} + \delta_{m+L_x;n} + \delta_{m-L_x;n} +
\delta_{m+L_y,L_x;n} + \delta_{m-L_y,L_x;n})
$$

(3.14)
3.7 Visualization of order parameter fields

3.7.1 Scalar field in Allen-Cahn equation

To visualize the statics and dynamics of the scalar field, we consider the Allen-Cahn equation in three dimensions, defined in Eq.(3.4). We use the MOL technique for the spatial discretization and Crank-Nicholson implicit integrator for the time update. We use the standard PETSc library [6] to domain-decompose the right hand side of the Eq.(3.13) as well as the Jacobian matrix defined in Eq.(3.14). For visualization in three dimensions purpose, we draw isosurfaces of the scalar field corresponding to a specific field value (isovalue).

Fig.[3.7(a)] shows the isosurfaces of the scalar magnetization at an isovalue $\psi = 0.1$. In Fig.[3.7(b)] we plot the isosurfaces shown in the previous frame, but in false colours so that the isosurface corresponding to $\psi = 0.1$ appear blue while $\psi = -0.1$ appear green. We also render the volume with false colours corresponding to the equilibrium field values $\pm 1$, superimposed on the coloured isosurfaces. We notice the surface pinch-off effect at the upper-right corner of the right face of the rectangle. This creates a complete picture of spinodal quench, where the scalar order is set to $\pm 1$ initially and the isosurfaces of lower order tries to equilibrate through the surface pinch off. As magnetization is not a conserved
quantity, the amount of surface area between ±1 is not constant.

3.7.2 Tensor field in nematics

The nematic orientation tensor consist of two scalar fields, which are the degree of uniaxial ordering $S$ and degree of biaxial ordering $T$ and three vector fields: the nematic director $n$, codirector $l$ and the joint normal to this as $m$. The time update of the nematodynamic equations in the basis of $a_i$ results in a set of $a_i$ on each of the lattice points. With these values, the nematic orientation tensor $Q$ can be reconstructed. This is symmetric and traceless by construction, but not necessarily diagonal. To extract the scalar and vectorial components from the $Q$ tensor, we again choose a reference system aligned with the principal axis that diagonalizes the matrix. The largest eigenvalue of the diagonal matrix corresponds to $S$, while the difference between the other two eigenvalue correspond to $T$ and the corresponding eigenvectors designate the $[nlm]$ triad.

To visualize the scalar field, we colour the field values on every lattice point with its respective value, using a specified convention, e.g. dark blue for the lowest value of the field and orange/red for the highest, and all other colours correspond to an ascending field values from blue to orange/red. We also perform a polynomial interpolation of the colours, which smoothen out the colour patches and a continuous coloured plane in two dimensions or volume in three dimensions results.

To visualize the vector field, we draw vectors at each lattice point with either the components in the three Cartesian directions or with the angular coordinates ($\theta, \phi$) whichever is available. As the parallel and anti-parallel direction are equivalent of the nematic director, we plot a ‘needle’ as opposed to an ‘arrow’ to designate the vector field. We obtain the director field imposed on top of the scalar field, as in Fig.(3.8) to easily visualize the physical situation.
3.8 Conclusion

In this chapter we have described the numerical techniques we will apply in subsequent chapters to solve the deterministic and the stochastic form of the dynamics of nematic orientation tensor. We have shown how the non dimensionalization of the parameters can lead to a simplification in the parameters. We have presented the method of lines applied to the dynamics followed by a spectral collocation technique. The \( \tanh \) interface for the Allen-Cahn equation benchmarks our algorithm.

We then discuss the stochastic method of lines applied to the fluctuating dynamics of nematics. We benchmark the algorithm by calculating the velocity autocorrelation of a Brownian particle. We then exhibit a finite discretization of the dynamic equations, which can be used in the calculation of the static and dynamic correlators. We describe high performance computation applied to the dynamics of a scalar field. We conclude this part of the thesis with a visualization technique for the scalar field and show how a superimposed vector field description can be used for the visualization of the properties of the tensorial field.
Chapter 4

Local and nonlocal properties of the isotropic-nematic interface

In this chapter we discuss applications of the numerical methodology presented in the previous chapter to problems arising in the study of the isotropic-nematic interface. We solve the GLdG equations in equilibrium to obtain the profile of the nematic orientation tensor at the interface as well as in the bulk. We calculate the conformation of the isotropic-uniaxial nematic interface with different anchoring conditions imposed on the director asymptotically distant from the interface. Using our MOL scheme, we test the validity of the “de Gennes ansatz” for the isotropic-uniaxial interface, considering all degrees of freedom of the nematic orientation tensor, unlike previous work. These results demonstrate the validity of the de Gennes ansatz in a well-defined limit of the Landau-Ginzburg-de Gennes theory and specifically illustrates regimes when this ansatz breaks down [57].

In the following section, using our accurate spectral collocation scheme, we show how including elastic anisotropy leads to a biaxial interface with planar anchoring of the nematic director at the nematic boundary. In subsequent sections, by extending our spectral scheme to deal with an arbitrary anchoring of the nematic director, we show how oblique nematic anchoring breaks the local property of the interface, yielding a smooth profile of the tilt angle far from the interface.

We conclude the chapter with a discussion of the effects of thermal fluctuations on the roughness of the interface profile. This is, to our knowledge, the first GLdG calculation of the properties of the noisy isotropic-nematic interface. Such calculations, in the absence of ad-hoc approximation of the nematic equations have not been previously performed in the literature.

4.1 Introduction

Liquid crystalline states of matter provide a useful testing ground for statistical mechanical theories of interface structure, since a variety of ordered phases can be accessed in experiments and computer simulations. The structure of the isotropic-nematic (I-N) interface presents a simple example of how interfacial order can differ radically from order in the coexisting bulk phases, since biaxial order is generically expected at the interface even if the
stable ordered phase is purely uniaxial.

Suppose we consider a nematic strip in the $x$-$z$ plane sandwiched between an isotropic medium on both sides. The variation can occur in the $z$ direction while translational symmetry excludes variation along the $x$ direction. The free energy of the nematic strip per unit length consists of contributions both from the bulk term and the surface energy cost for the interface, given as

$$
\frac{F}{L_z} = -aL_x\Delta F + L_x\sigma,
$$

(4.1)

where $a$ is the stripwidth, $L_x$ is the length of the interface, $\Delta F$ is the difference in the free energy density of the nematic to isotropic phase and $\sigma$ is the line tension of the interface. At any temperature below or above coexistence, $\Delta F \neq 0$. Depending on the sign of $\Delta F$, the interface moves with a velocity $v$ resulting in either an isotropic medium or a nematic medium spanning the system size \[56\]. At coexistence, $\Delta F = 0$ and $v = 0$. The only contribution to the free energy comes from the surface term and the planar interface is stable in this regime.

The study of the isotropic-nematic interface within the framework of a Landau-Ginzburg description was initiated in an insightful paper by de Gennes \[23\]. To render the problem analytically tractable, de Gennes made a specific assumption regarding the variation of the components of the order parameter across the interface. For an infinitely extended interface where, by homogeneity, variations perpendicular to the interface alone are allowed, de Gennes assumed that the only quantity which changed across the interface was the uniaxial strength $S$. In the de Gennes ansatz, there is no biaxiality and no variation of the director across the interface. This reduces the nematic problem with five degrees of freedom to a more analytically manageable problem involving only a single degree of freedom. The variation of the ordering strength $S$ along the coordinate $z$ normal to the interface located at $z_0$ can then be obtained analytically as

$$
S(z) = \frac{S_c}{2}(1 - \tanh \frac{z - z_0}{w}),
$$

(4.2)

where $w = \sqrt{2}/S^*$ is the non-dimensional interfacial width, $S^* = S/S_c$ being the non-dimensional strength of ordering and $S_c$ the value at coexistence.

The de Gennes ansatz is exact in the absence of elastic anisotropy. However, the description of the interface in the presence of such anisotropy poses a formidable analytic and numerical problem, since the partial differential equations for the five independent components of $Q_{\alpha\beta}$ contain non-linear couplings, while $Q_{\alpha\beta}$ is itself constrained by symmetry and the requirement that its trace vanish.

Popa-Nita, Sluckin and Wheeler (PSW) \[57\] studied the I-N interface incorporating elastic anisotropy in the limit of planar anchoring, adapting a parametrization introduced by Sen and Sullivan \[64\]. These authors neglected the twist distortion in their formulation and assumed that the director was contained always in a single plane (say $x$-$z$ plane). This defines the [nlm] triad through a single angle, called the local tilt angle, and defined as $\theta = \cos^{-1}(k \cdot n)$. This reduces the five independent degrees of freedom of the problem to three. In the PSW parametrization, the principal axes of $Q_{\alpha\beta}$ remain fixed in space, and the problem reduces to the solution of two coupled non-linear partial differential equations
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Figure 4.1: Panel (a) depicts the interface geometry and the coordinate system used in our calculations. The nematic director makes an angle $\theta$ with the $z$ axis. It can be chosen to vary between 0 (homoeotropic anchoring) and $\pi/2$ (planar anchoring). The isotropic phase is favoured through boundary conditions, as $z \to -\infty$, whereas the nematic phase is favoured for $z \to \infty$. The plane of the interface is the $x-y$ plane, shown by $ABCD$ in the figure, whereas the director is confined to the $EFGH$ plane as shown. The origin is denoted by O. In panel (b) we show a numerical realization of the interface neglecting thermal fluctuations and with a planar anchoring condition. The nematic strip of width 128 is sandwiched between isotropic phases with periodic boundaries.
in the dimension perpendicular to the interface. These equations represent the variation of
the amplitude of uniaxial and biaxial ordering across the interface.

PSW obtained numerical solutions for the variation of $S$ and $T$ across the interface
and showed that the solutions of these equations exhibited biaxiality in a region about the
interface. The uniaxial order parameter ($S$) was adequately represented by a tanh profile, as
in the original calculation of de Gennes, while the biaxial order parameter ($T$) exhibited more
complex behaviour, peaking towards the isotropic side and with a trough on the nematic
side. The biaxial profile was also shown to have a long tail towards the isotropic side,
a feature hard to anticipate on physical grounds. For a general anchoring condition this
parametrization breaks down, as is obvious from the fact that the order parameter has, in
general, five independent components.

We begin with the GLdG expansion of the free energy for a general $Q_{\alpha\beta}$

$$
\mathcal{F} = \int dz dx_\perp \left[ \frac{1}{2} A (T \mathbf{Q})^2 + \frac{1}{3} B (T \mathbf{Q})^3 + \frac{1}{4} C (T \mathbf{Q})^2 \right]
+ \frac{1}{2} L_1 (\partial_\alpha Q_{\beta\gamma}) (\partial_\alpha Q_{\beta\gamma}) + \frac{1}{2} L_2 (\partial_\alpha Q_{\alpha\gamma}) (\partial_\beta Q_{\beta\gamma}).
$$

(4.3)

where all the constants are having their meaning as defined previously. The variation happens
in $z$ direction while the interface is in the plane $\perp$ to $z$ axis. We choose $A = B^2/27C$, thus
enforcing phase coexistence between an isotropic and uniaxial nematic phase $[32]$. The
interface is taken to be flat and infinitely extended in the $x - y$ plane. The spatial variation
of the order parameter only occurs along the $z$ direction $[64]$.

In the case of planar anchoring, the ordering at infinity is purely uniaxial and taken to
be along the $x$ axis. In this case, as shown by Sen and Sullivan, uniaxial and biaxial order
vary only with $z$ and the principal axes of the $\mathbf{Q}$ tensor remain fixed in space. The form of
$\mathbf{Q}$ is then

$$
\mathbf{Q} = \begin{pmatrix}
S & 0 & 0 \\
0 & -\frac{1}{2}(S - T) & 0 \\
0 & 0 & -\frac{1}{2}(S + T)
\end{pmatrix}.
$$

(4.4)

We solve the nematic equations in equilibrium, which are

$$(A + C T \mathbf{Q})^2 Q_{\alpha\beta}(x, t) + B Q_{\alpha\beta}^2(x, t) = L_1 \nabla^2 Q_{\alpha\beta}(x, t) + L_2 \nabla_\alpha (\nabla_\gamma Q_{\beta\gamma}(x, t)).
$$

(4.5)

These results from the condition $\delta \mathcal{F}/\delta Q = 0$ constrained to the condition of vanishing trace
and symmetry of $\mathbf{Q}$. We employ the change in basis $\mathbf{Q} \rightarrow \mathbf{T}$ as defined in Eq.(1.13), so that
the variational equations take the form,

$$(A + C T \mathbf{Q})^2 a_i + B T^i_{\alpha\beta} Q_{\alpha\beta}^2 = L_1 \nabla^2 a_i + L_2 T^i_{\alpha\beta} T^j_{\beta\gamma} \partial_\alpha \partial_\gamma a_j.
$$

(4.6)

The complete set of equations with the boundary conditions are displayed in Appendix B.

We solve this set of equations, employing proper boundary conditions (planar, homeotropic
and oblique director anchoring) to study the problems discussed in the following sections.
Anchoring of the director at the isotropic-nematic interface can also be imposed through an
4.2 Verification of de Gennes ansatz

We have verified the remarkable de Gennes ansatz through a direct numerical solution. In our numerical calculations, a strip of nematic interface is sandwiched between two isotropic domains with periodic boundary conditions. The system was allowed to relax to the minimum of the free energy. The parameters were chosen such that the width $w \gg \Delta z = 1$, ensuring that discretization errors were kept to a minimum.

The resulting profiles for the variation of $S$ and $T$ are shown in Fig.(4.2). The values obtained for $T$ are consistent with de Gennes’ assumption of vanishing biaxiality. The variation of $S$ at each of the two isotropic-nematic interfaces were fitted, using the least-squares method, to the analytical profile, with the saturation value of the order $S_c$, the location of the interface $z_0$ and the interface width $w$ as fitting parameters. As shown in the inset to Fig.(4.2), fitted values of $w$ agree remarkably well with the analytic result for a range

<table>
<thead>
<tr>
<th>Figure</th>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$E'$</th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$\Gamma$</th>
<th>System size</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.1(b)</td>
<td>$B^2/27C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$0.01$</td>
<td>$0$</td>
<td>$0.1$</td>
<td>$256^2$</td>
</tr>
<tr>
<td>4.2</td>
<td>$B^2/27C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$0.01$</td>
<td>$0$</td>
<td>$1/20$</td>
<td>$8 \times 512$</td>
</tr>
<tr>
<td>4.3</td>
<td>$B^2/27C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$10^{-6}$</td>
<td>$36$</td>
<td>$50$</td>
<td>$2$</td>
</tr>
<tr>
<td>4.4</td>
<td>$B^2/27C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$10^{-6}$</td>
<td>$[4,90]$</td>
<td>$50$</td>
<td>$2$</td>
</tr>
<tr>
<td>4.5</td>
<td>$B^2/27C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$10^{-6}$</td>
<td>$36$</td>
<td>$50$</td>
<td>$2$</td>
</tr>
<tr>
<td>4.6</td>
<td>$B^2/27C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$10^{-6}$</td>
<td>$-1$</td>
<td>$50$</td>
<td>$2$</td>
</tr>
<tr>
<td>4.7</td>
<td>$B^2/35C$</td>
<td>$-0.5$</td>
<td>$2.67$</td>
<td>$0$</td>
<td>$0.01$</td>
<td>$0$</td>
<td>$50$</td>
<td>$256^2$</td>
</tr>
</tbody>
</table>

Table 4.1: Numerical parameters in the Landau-de Gennes theory used to construct the figures.
Figure 4.2: Variation of the degree of alignment (S) and biaxiality (T) across the nematic - isotropic interface with planar anchoring. Symbols represent numerical data, solid curves are the de Gennes ansatz (4.2). Nematic strip width = 256. The inset shows the variation of the interfacial width with the elastic constant $L_1$. The expected quadratic variation is accurately reproduced.

The de Gennes ansatz also predicts that the energies of planar and homeotropic anchoring are identical when elasticity is isotropic ($L_2 = 0$). We compared the value of the free energies of the interface for both planar and homeotropic anchoring of the director. To machine precision, these answers are identical. Our results for this problem represent the first direct verification of the de Gennes ansatz retaining all degrees of freedom of the orientational tensor.

4.3 Isotropic-nematic interface with planar anchoring

To study the effect of different nematic director anchoring conditions to the I-N interface, we use the spectral collocation technique, described in the previous chapter, to solve the variational equations 4.6. The polynomial interpolant is constructed so as to satisfy Dirichlet boundary conditions. Though the physical problem is for an unbounded interval, our numerical approximation of a bounded interval gives excellent results since all variation in the order parameters is restricted to the region proximate to the interface. de Gennes in his calculation, based on energetic arguments showed that for $L_2 > 0$ planar anchoring was the most probable
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Figure 4.3: Convergence of the uniaxiality parameter S across the nematic-isotropic interface with planar anchoring. The inset shows the convergence of biaxiality parameter T. The convergence is achieved for the polynomials higher than $N = 96$, which is been shown as a single curve for $N = 128$, 160 and 192.

conformation for $L_2 < 0$.

4.3.1 Benchmarking the spectral collocation technique

To reduce the error to a minimum, we perform a systematic check of the nematodynamic equations with incorporating an increasing number of Chebyshev polynomials. We choose $L_1 = 10^{-6}$ in our numerics and obtain $L_2$ from our choice of $\kappa$. The spectral collocation reduces the nematodynamic differential equations (A.1) to non-linear algebraic equations. We solve them using a relaxation method from a well-chosen initial condition, relaxing till the differential change in successive iterations is less than $10^{-5}$. Spectral convergence to machine accuracy is obtained by retaining 128 Chebyshev modes, as we have checked by an explicit calculation shown in Fig. 4.3. To compare with analytical and density functional results, the solution at the Chebyshev nodes is interpolated using barycentric interpolation (which is a spectrally accurate global polynomial interpolation) without compromising spectral accuracy.

4.3.2 Local biaxiality at the interface

The central results are depicted in Fig. 4.4. The analytical profile of the biaxiality $T$ in the low $\kappa = L_2/L_1$ limit is due to Kamil et al. [35], which we plot together with the previous analytical profile due to PSW [57]. In Fig. 4.4(a), in the main panel, we plot the biaxiality $T$ for these two analytical approaches and our spectral data. The analytic form of $T$ fits well to the spectral data, particularly away from the main peak, yielding essentially exact agreement deep into the isotropic and nematic sides. The PSW approximation overestimates the peak
Figure 4.4: Uniaxial and biaxial profiles across the nematic - isotropic interface with planar anchoring. In (a) (main panel), a comparison of the T profile obtained from the analytical expression by Kamil et al., PSW and our spectral data is plotted. The inset shows that of the uniaxial (S) profile for this case. In (b) (main panel), we show the uniaxial profile and the inset for the biaxial profile with increasing $\kappa$. In (c), we show the increasing biaxiality of the biaxial parameter $\omega$, defined in Eq. (1.23) with $\kappa$. 
value, and also differs sharply in relation to the numerical data deep into the isotropic side. The inset to Fig. 4.4(a) shows the uniaxial (S) profile for this case. In Fig. 4.4(b) we show the profile obtained with our method for S and T with increasing $\kappa$. Benchmarking this part is outside the scope of an analytical treatment.

### 4.4 The isotropic-nematic interface with oblique anchoring

Nematic ordering is strongly influenced by confining walls and surfaces, which impose a preferred orientation or "anchoring condition" on the nematic state. Such a preferred orientation yields an anchoring angle, defined as the angle made by the director in the immediate neighbourhood of the surface with the surface normal. Anchoring normal to the surface is termed as homoeotropic, whereas anchoring in the plane of the surface is termed as planar. The intermediate to this two cases is termed as oblique anchoring.

As is the case with surfaces, the interface between a nematic and its isotropic phase can also favour a particular anchoring. The problem of interface structure for the nematic is particularly interesting since it illustrates how the structure in the interfacial region can differ substantially from structure in the bulk. The previous section demonstrated that a region proximate to the interface could exhibit biaxiality within the LGdG theory, even if the stable nematic phase is purely uniaxial, provided planar anchoring is enforced at the nematic boundary. Such biaxiality is absent if the anchoring is homoeotropic [23]. These two limits, of homoeotropic and planar anchoring, lead to interface profiles of $S$ and $T$ which vary only in the vicinity of the interface, as well as orientations which are uniform across the interface [23].

An interesting question is whether an oblique nematic anchoring can be stable at the interface between a bulk uniaxial nematic and its isotropic phase within GLdG theory. Suppose we introduce boundary conditions that impose a specified oblique orientation asymptotically within the nematic phase, where the magnitude of the order parameter is saturated. The question, then, is whether such an imposed orientation is relaxed to a preferred value in the vicinity of the interface. The difficulties with this problem stem from the fact that changes in the local frame orientation on the nematic side of the interface come with an elastic cost arising out of nematic elasticity. This is an effect sensitive, in principle, to system dimensions, since gradients can be smoothed out by allowing the changes to occur over the system size. While this cost can be reduced by suppressing the order parameter amplitudes in regions where order parameter phases vary strongly, the precise way in which this might happen, if at all, is an open question.

PSW [57] studied this problem numerically within a GLdG approach, using a set of variables $\eta_s$ and $\mu_s$ introduced by Sen and Sullivan in ref. [64]. These variables are combinations of the variables $S$, $T$ and $\theta$. Although the focus of their study was the emergence of biaxiality at the interface with a planar anchoring condition, PSW remarked that if the asymptotic orientation of the director in the nematic phase was set to any value other than 90° (planar anchoring) or 0 (homoeotropic anchoring) for large $z$, then $\eta_s$ and $\mu_s$ approached this value with non-zero slope. PSW thus concluded that there could be no stable anchoring if the orientation of the director in the nematic phase was neither planar nor homoeotropic,
but oblique. The precise nature of the resulting state obtained upon applying an oblique anchoring condition was not addressed by PSW [56, 57].

Density functional calculations on hard-rod systems using Onsager’s theory applied to the free isotropic-nematic interface indicate that the minimum surface free energy is obtained when the rods lie parallel to the isotropic-nematic interface, the case of planar anchoring [47, 3]. Molecular simulations of a system of hard ellipsoids, in which an anchoring energy fixes the director orientation in the nematic phase at a variety of angles, indicate that the isotropic-nematic interface favours planar anchoring. These simulations, and a mean-field calculation based on the Onsager functional, find that the angle profile is approximately linear as one moves away from the boundary condition imposed by the wall at one end of the simulation box [76, 71]. These results, in particular concerning the stability of planar anchoring, are consistent with those from other treatments [7, 19, 18, 2, 72].

However, several other papers indicate specific regimes in which homoeotropic or oblique anchoring may be stable. Moore and McMullen [52] numerically evaluate the inhomogeneous grand potential within a specific approximation scheme finding that planar anchoring is preferred at the interface for long spherocylinders, but oblique or homoeotropic anchoring may be an energetically favourable alternative for smaller aspect ratios. Holyst and Poniewierski study such hard spherocylinders in the Onsager limit, noting that oblique anchoring is favoured over a considerable range of aspect ratios [34]. Finally, experiments provide evidence for both oblique [28] and planar anchoring [41], with electrostatic effects possibly favouring oblique anchoring.

We study the isotropic-nematic interface within GLdG theory in the case where an oblique anchoring condition is imposed on the nematic state far from the location of the interface [36]. The analytical treatment to this problem is by Kamil et.al which is satisfactory in a limiting case of small $\kappa$ [36]. For a flat interface, the components of $Q$ can depend only on the coordinate perpendicular to the interface. We work at phase coexistence, imposing boundary conditions fixing the isotropic phase at $z = -\infty$ and the nematic phase at $z = \infty$. The components of $Q$ as $z \to \infty$ are chosen so that $S$ is fixed to its value at coexistence $S_c$, while the axis of the nematic is aligned along a specified (oblique) direction. The coexisting states are separated by an interface in which order parameters rise from zero on the isotropic side of the interface to saturated, non-zero values on the nematic side. Since the two free energy minimum states are degenerate in the bulk, the position of the interface is arbitrary and can be fixed, for concreteness, at $z = 0$ in the infinite system.

However, there are subtleties. Provided all components of $Q$ vary substantially only in the neighbourhood of the interface, the interface can be located through several, largely equivalent criteria. However, if variations of $Q$ are not confined to a region proximate to the interface but depend on the system size $L$ irrespective of how large $L$ is, the very isolation of an interface from the bulk is ill-defined. As indicated earlier, it is this situation which obtains in the case of oblique anchoring and the $L \to \infty$ limit must be taken with care.

We summarize the results of the study: A numerical minimization of the GLdG free energy which imposes a specific oblique anchoring condition on the system deep into the nematic while fixing the interface location at the origin shows that the elements of $Q$ vary with space even far away from the interface, albeit slowly. Only in the limit of homoeotropic
4.4. The isotropic-nematic interface with oblique anchoring

Figure 4.5: Panel (a) shows the variation of the uniaxial degree of alignment (S) and biaxiality (T) across the nematic - isotropic interface for oblique nematic anchoring. Panel (b) shows that of the local tilt angle $\theta$. Panel (c) shows the variation of the local tilt angle across the interface for an oblique nematic anchoring fixed to $\theta = \pi/4$ at the nematic boundary. Panel (d) shows the variation of the local tilt angle with different values of the elastic constant and the extrapolation of the data to account for the system size $\rightarrow \infty$ or $L_1 \rightarrow 0$ limit. 128 Chebychev polynomials are taken for the numerics.
or planar anchoring is the variation of $Q$ confined to a finite region. This variation in the case of oblique anchoring can, however, be split into hydrodynamic and non-hydrodynamic components. Generically, the variation of the non-hydrodynamic components, such as the magnitudes of $S$ and $T$, are confined to a finite region, independent of the system size $L$, if $L$ is large enough. However, the orientation of the nematic director varies in space: if the asymptotic value of the nematic order parameter at $L$ represents uniaxial ordering along an oblique axis, the director orientation interpolates linearly between either $\pi/2$ preferred at the location of the interface (planar anchoring) or $0$ (homeotropic anchoring), and the value imposed by the boundary condition at $L$. Whether planar or homeotropic anchoring is preferred at the interface depends on the sign of the anisotropic elastic term, as initially shown by de Gennes [23].

Our results are broadly consistent with the qualitative observations of PSW, but provide a detailed quantitative analysis in the case of oblique anchoring. In the limit that $L \to \infty$, the total energy cost for elastic distortions of the nematic field $\sim \int (\nabla \theta)^2 dz \sim 1/L$, thus vanishing in the thermodynamic limit. Thus, the isotropic-nematic interface with an oblique anchoring constraint imposed on the nematic side can be regarded as being marginally stable, as opposed to unstable, provided the thermodynamic limit is taken with care.

### 4.4.1 Non-locality of the tilt angle with $\kappa > 0$

Stability imposes the requirement that $6 + \kappa > 0$ so that the tangential coherence length is a positive quantity. In this section we explore the consequences of a positive value of $\kappa$.

The results of our findings are summarized as follows: In Fig.[4.5(a)] we plot the $S$ and $T$ profile for the oblique anchoring angles $0, \pi/8, \pi/4, 3\pi/8$ and $\pi/2$. The $T$ profile shifts origin as the anchoring is shifted from homeotropic to planar. This is also reflected in the profile of $S$ shown in the inset. We also recover the vanishing biaxiality in the homeotropic anchoring case, as first obtained by de Gennes [23]. In Fig.[4.5(b)], we show the monotonic increase in the slope of the local tilt angle $\theta$ as the interface is approached from the nematic boundary and also the nematic anchoring is tilted from homeotropic ($\theta = 0$) to planar ($\theta = \pi/2$). As the director on the isotropic side of the interface is a undefined quantity, we plot $\theta$ with a straight line for ease. The slope vanishes only when the true thermodynamic limit $L \to \infty$ is achieved. The interface anchoring is smoothly approached from the anchored nematic boundary in a linear way. In Fig.[4.5(c)], for a fixed anchoring of the nematic director at the boundary as $\theta = \pi/4$, how the anchoring angle behaves at the interface as the elastic constant $L_1$ is decreased, which is effectively to increase the system size of the problem. Finally we show in Fig.[4.5(d)] the increment of the anchoring angle with the decrement of $L_1$. We mention that the system size is fixed from the boundary between [-1,1] and decrement of the elastic constant $L_1$ effectively increases the effective correlation length of the problem. In Fig.[4.5(d)] we also plot the polynomial extrapolation of the data that reflects the director anchoring at the $L \to \infty$ limit of the problem, i.e. the $L_1 \to 0$. However the extrapolation is affected severely with only a few points and thus yields a value of $\theta < \pi/2$. 


In this section we explore the consequences of a negative value for $L_2$. We find in Fig.4.6(a) that, consistent with prediction of de Gennes, a negative $\kappa$ consistent with stability favours homoeotropic anchoring at the interface, in contrast to the case of positive $\kappa$. There appears to be no significant difference in the profiles of $S$ and $T^1$. In Fig.4.6(b) we demonstrate the monotonic decrease in the slope of the local tilt angle $\theta$ as the interface is approached from the nematic boundary and also as the nematic anchoring is tilted from homoeotropic ($\theta = 0$) to planar ($\theta = \pi/2$). As there is no notion of director in the isotropic side of the interface, we plot $\theta$ with a straight line as in the previous subsection. The slope vanishes only when the true thermodynamic limit $L \to \infty$ is achieved, otherwise the interface anchoring is smoothly approached from the anchored nematic boundary.

**4.5 Fluctuation of the I-N interface**

The nature of the isotropic-nematic phase in the presence of thermal fluctuation has only been previously addressed using molecular dynamics simulations [62]. So far to our knowledge, the nature of the interface described from a fluctuating Ginzburg-Landau theory is not previously addressed.

We perform our numerics with a nematic strip of size 128 sandwiched between isotropic phases with periodic boundaries on a $256^2$ lattice. At coexistence, defined in the absence of fluctuations, we see a successive collapse of the uniaxial nematic phase with a local melting of

---

1 We show the $T$ profile for only planar and homeotropic anchoring due to non-convergence of the profiles in the computational time for intermediate anchoring angles.
the interface after certain period in time. Slightly below coexistence, we see an expansion of the fluctuating interface without melting of the interface which finally excludes the isotropic fluid phase completely.

In Fig. (4.7), we exhibit the calculated interface at time $t = 6 \times 10^3$, with the isotropic phase in the left and the nematic phase on the right. Only one side of the interface is shown. Colours indicate the values of the order parameter, with zero on the left (blue colour) and nematic saturation values on the right (yellow colour). The local orientation field is also shown, indicating alignment in the nematic state perpendicular to the interface. The roughening of the interface by noise-induced capillary excitations, an effect absent in the conventional mean field, zero noise treatment of this problem can be clearly seen. The capillary fluctuations add to the interface width computed within a mean-field treatment of the GLdG functional. They also modify the surface tension in nontrivial ways [62].

4.6 Conclusion

In this chapter we have discussed the conformation of the isotropic-uniaxial nematic interface with different anchoring conditions imposed on the director, in the presence and in the absence of elastic anisotropy terms. We obtain the profile of the nematic orientation tensor at the interface as well as in the bulk. We show in the limit $\kappa = 0$, de Gennes ansatz for uniaxial interface is valid. In the limit $\kappa \neq 0$, the interface become biaxial, with planar anchoring of the nematic director at the nematic boundary. We the showed how oblique
nematic anchoring breaks the local property of the interface, with a smooth profile of the tilt angle far from the interface. Finally, we demonstrate the effect of thermal fluctuation on the roughness of the interface profile.
Chapter 5

Diffusive scaling and defect morphology in the spinodal kinetics of nematics

This chapter discusses topological defects in uniaxial and biaxial nematic liquid crystals in two and three dimensions. We suggest a novel way to identify and visualize such defects, which relies on the non-trivial variation of the amplitude of the order parameter at the defect core with respect to its bulk value. Our visualization methods provide insights into the intercommutation of defects in uniaxial and biaxial systems. We also resolve a controversy concerning the growth exponent in coarsening nematics, using large-scale simulations to access the asymptotic scaling regime.

We begin with a discussion of defect classes predicted by homotopy theory. We discuss the phase ordering of uniaxial nematics in two dimensions, describing how the visualization technique developed and discussed in Chapter 3 can be applied to locate defects in a far more transparent way than currently popular methodologies. We then discuss dynamical scaling laws and growth exponents at different stages of the kinetics. We discuss the core structure of point defects in the uniaxial phase. We describe how string defects in three dimensions may be visualized. We observe defect intercommutation events in our simulations of the coarsening uniaxial nematic. Our visualization methods enable us to describe in some detail the variation of the order parameter structure across such intercommutation events, including the variation of uniaxial and biaxial order parameters across the overlap region. We conclude our study of uniaxial nematics with a discussion of the effects of thermal fluctuations.

We then repeat these studies in the case of phase ordering in biaxial nematic phases. In contrast to predictions of defect entanglement from a group theoretical analysis, we see no such entanglement in our simulations. We discuss the structure of the core in two classes of stable defects in biaxial systems. Finally, we settle an old controversy concerning the observation of non-universal exponents in spinodal decomposition in biaxial nematics, observing that these observations are as a consequence of a long crossover to ultimately diffusive i.e. \( L(t) \sim t^{1/2} \) behavior.


5.1 Introduction

Nematic systems, as a consequence of a broken continuous symmetry, exhibit fascinating topological defects and complex defect interactions [24]. Their study constitutes a challenging ground for theories, whether of phase ordering kinetics [12, 77], of homotopy theory [49] or the Kibble mechanism in cosmology [37, 21].

A brief summary of prior work on phase ordering in uniaxial and biaxial systems is the following: Zapotocky, Goldbart and Goldenfeld studied the coarsening of both uniaxial and biaxial systems in two dimensions (the order parameter space is three-dimensional whereas the spatial dimension is two dimensional), using a cell-dynamical scheme (CDS) [77]. They found that, for uniaxial nematics: (a) the growing correlation length characterizing the sizes of domains increases as a power law in time with $L(t) \sim t^{\phi_{\text{cor}}}$, with $\phi_{\text{cor}} \simeq 0.40$. In contrast, (b) the length scale characterizing the separation of topological defects increases with time as $L_{\text{def}}(t) \sim t^{\phi_{\text{def}}}$, with $\phi_{\text{def}} \simeq 0.374$. The discrepancy between these growing length scales was interpreted as a break-down of dynamical scaling. Also, (c) these exponents, in addition to the exponent describing the decay of the energy density are very different from 0.5, the value predicted by naive scaling. For biaxial nematic systems, these authors find an exponent $\phi_{\text{cor}} \simeq 0.39$, as well as a discrepancy between the scaling exponents for growth as well as for the defect separation, suggesting that dynamical scaling may break down here as well.

Bray, Puri, Blundell and Somoza study spinodal decomposition in quenched uniaxial nematics, finding a growth exponent $\phi_{\text{cor}} \simeq 0.45$ and a good fit to $S(k)$ at large $k$ of $S(k) \sim 1/k^5$, i.e. indicating a Porod exponent of 5 [14]. These authors also comment on the discrepancy between the 0.45 they obtain in numerics and the expected 0.5, noting that they cannot say whether this indicates a real discrepancy or whether the data are not yet in the right asymptotic regime. These authors use a methodology in which, as in the CDS simulations, amplitude fluctuations are ignored.

Priezjev and Pelcovits have studied the dynamics of two and three-dimensional biaxial nematic crystals using a Langevin dynamics for the orientation of the frame constituted by the eigenvectors of the order parameter tensor, in an effort to understand the effects of the complex defect structures in these systems [58]. Again, these simulations assume that amplitude order is saturated. Previous work by Kobdaj and Thomas provided a justification for the observation of Zapotocky et al. of the dominance of only two types of topological defects (both corresponding to half-integer charge) at late times, by showing that, within the one-constant approximation, one class of half-integer defects is always unstable to the other class [39]. Priezjev and Pelcovits point out that the relative values of the elastic constants, beyond the one-constant approximation, can yield rich coarsening behaviour, including the formation of junction points where defect lines meet. Priezjev and Pelcovits observe no line crossings or entanglements in their coarsening sequences.

Analytically, calculations of defect structure and properties in biaxial nematics are complex because of the underlying tensorial form of the order parameter and a sixth order nonlinear term in the free energy functional. The order parameter dynamics is governed through a set of coupled nonlinear PDE characterizing the five independent components of the tensor [10]. Numerically, finding defect-antidefect pairs is hard although not impossible,
although complicated algorithms must be used to visualize tensorial data through the extensively used techniques of Müller and Westin metrics [8, 15]. On the other hand, lattice algorithms are computationally expensive because topological circuits must be constructed at each node of the lattice and the angular variation in the director and co-director performed along these circuits to identify and classify the defects. Such algorithms for tracking defects from all different classes arising in a bulk nematic system have been reported [77, 69]. An operator method for counting defect line segments is also reported [40].

Topological defects represent a non-continuity of the order parameter along regions of reduced dimensionality. At such defects, the direction of ordering is ill-defined. Such defects can be points in two dimensions and lines in three dimensions. A topologically stable defect cannot be eliminated through a continuous transformation of the order parameter. A defect is assigned an invariant quantity, the topological charge. The classification of defects lie in the map of the order parameter from physical space to a geometrical space $\mathcal{R}$ and defining the homotopy group $\pi_i(\mathcal{R})$ where $i = d_{sp} - d_{def} - 1$; $d_{sp}$, $d_{def}$ are the physical and the defect dimension of the problem.

The uniaxial nematic order parameter is invariant under a local transformation $\mathbf{n} \rightarrow -\mathbf{n}$. Thus, the order parameter space is a sphere with antipodal points identified, termed as $\mathbb{S}^2/\mathbb{Z}_2$ or more generically the projective plane $\mathbb{RP}_2$. In $\mathbb{R}$, the circular contours, which can be contracted to a point, correspond to the topologically unstable disclinations of integer strength, as this can be eliminated from the system by making the director escape in the third dimension, as in the case of an uniaxial nematic phase. The contours terminating at the antipodal points correspond to the stable class of half integer charge defects. As the contours corresponding to $+1/2$ defects can be continuously transformed to that of $-1/2$ defects, there is only one topologically stable class of defect. The order parameter space is identified as the first homotopy group $\pi_1(\mathbb{RP}_2)$ which is the two element group $\mathbb{Z}_2$. The conservation laws of topological charge are $\frac{1}{2} + 0 = \frac{1}{2}$ and $\frac{1}{2} + 1/2 = 0$ respectively.

The biaxial nematic order parameter is invariant under a local transformation of the triad $\mathbf{n} \equiv -\mathbf{n}, \mathbf{l} \equiv -\mathbf{l}$ and $\mathbf{m} \equiv -\mathbf{m}$. The order parameter space is the group of full rotations of the triad with the antipodal points identified, termed as $\mathbb{S}^3/\mathbb{D}_2^2$ or more generically the projective plane $\mathbb{RP}^3$. The first homotopy group of the order parameter is identified as the non-Abelian eight-element group under multiplication of quaternions $\mathbb{Q}$, whose elements are represented with $\{I, -I, \sigma, -\sigma\}$ where $I$ and $\sigma$ denote the identity and Pauli matrices. The elements of the group form five conjugacy classes, $C_0 = \{I\}$, $\bar{C}_0 = \{-I\}$, $C_x = \{i\sigma_x, -i\sigma_x\}$, $C_y = \{i\sigma_y, -i\sigma_y\}$ and $C_z = \{i\sigma_z, -i\sigma_z\}$ respectively.

There are a total of five stable class of defects corresponding to these conjugacy classes. $C_x$ and $C_y$ class correspond to a $\pi$ rotation of the director about the defect core representing to a half integer charge defect whereas $\bar{C}_0$ correspond to $2\pi$ rotation so as a stable integer charge defect, which cannot be removed by a continuous transformation unlike the uniaxial nematic phase. The topologically unstable (or trivial) class correspond to a $4\pi$
rotation of the director. The pairing and breaking of defects depend on the multiplication rule specific to a particular conjugacy class and also on the energetics. Multiplication to the same class yields either a trivial class $C_0$ or $\bar{C}_0$, but this joining-up strongly depends on the path of joining with other defects from other classes, because of the non-Abelian nature of the group $Q_{[49]}$.

We suggest a simple algorithm to locate all classes of defects, thus simplifying such calculations considerably. We propose that the calculation of the uniaxial and biaxial degree of alignment $S(x,t)$ and $T(x,t)$ suffices to locate the defect pair from all the classes. At the core of the defect, these scalar quantities differ from their equilibrium values in the uniform state. The topological charges are found from Schlieren textures, which represent the intensity of the transmitted light through a nematic film sandwiched between crossed polarizers. As the isotropic phase coarsens into the nematic phase, both integer and half integer charged defects are found at an early stage of the dynamics, whereas at the late stage only half integer charges are stable. These defect-antidefect pairs coalesce and disappear from the system, resulting in an equilibrium defect-free nematic phase $[77, 20]$. Our defect finding technique clearly locates the stream-tubes in three dimensions following a quench into the nematic phase.

Such a methodology cannot be implemented in approaches where order parameter amplitudes are assumed to be $a$ priori saturated, as in the frame-based methods of Priezjev and Pelcovits. In contrast to the CDS methods, which replace the equations of motion by an equivalent discrete map, the full equations of motion are solved here, permitting access to the detailed structure of the core in both uniaxial and biaxial nematics.

The first two sections of this chapter are devoted to the description of the phase ordering

<table>
<thead>
<tr>
<th>Figure</th>
<th>$A$</th>
<th>$B$</th>
<th>$C$</th>
<th>$E'$</th>
<th>$L_1$</th>
<th>$\kappa$</th>
<th>$\Gamma$</th>
<th>$k_B T$</th>
<th>System size</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.1-5.2</td>
<td>−0.08</td>
<td>−0.5</td>
<td>2.67</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>1/10</td>
<td>0</td>
<td>256$^2$</td>
</tr>
<tr>
<td>5.3</td>
<td>−0.1</td>
<td>−0.5</td>
<td>2.67</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>1/20</td>
<td>0</td>
<td>256$^2$</td>
</tr>
<tr>
<td>5.4</td>
<td>−0.025</td>
<td>−0.5</td>
<td>2.67</td>
<td>0</td>
<td>0.1</td>
<td>0</td>
<td>1/20</td>
<td>0</td>
<td>256$^2$</td>
</tr>
<tr>
<td>5.5-5.7</td>
<td>−0.008</td>
<td>−0.5</td>
<td>2.67</td>
<td>0</td>
<td>0.12</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>128$^3$</td>
</tr>
<tr>
<td>5.8</td>
<td>−0.1</td>
<td>−0.5</td>
<td>2.67</td>
<td>0</td>
<td>1.0</td>
<td>0</td>
<td>1/10</td>
<td>$10^{-4}$</td>
<td>256$^2$</td>
</tr>
<tr>
<td>5.9-5.12</td>
<td>−4.5</td>
<td>−0.5</td>
<td>2.67</td>
<td>3.56</td>
<td>17.0</td>
<td>0</td>
<td>1/50</td>
<td>0</td>
<td>512$^2$</td>
</tr>
<tr>
<td>5.13-5.14</td>
<td>−1</td>
<td>−0.25</td>
<td>1.0</td>
<td>1.0</td>
<td>10</td>
<td>0</td>
<td>1/100</td>
<td>0</td>
<td>128$^3$</td>
</tr>
</tbody>
</table>

Table 5.1: Numerical parameters in the Landau-de Gennes theory used for the computer experiments in spinodal kinetics presented in this chapter.
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Figure 5.1: Uniaxial degree of alignment $S$ and the nematic director field $\mathbf{n}$ on top of that and the corresponding Schlieren textures in a coarsening nematic from the isotropic phase. Topological defects of integer and half-integer charge are clearly observed, as seen in the coloured frames of $S$ in (a)-(c) and the textures in (d)-(f). (a) Shows the formation of defects with coalescence of domains after quench from a random configuration. (c) and (f) show the defects at an early and late stage of the dynamics. The integration is performed over $6 \times 10^4$ MOL steps with unit step length.
in uniaxial and biaxial nematic phases, defect core structures and dynamical scaling in different stages of the kinetics. In the last section, we describe the defect dynamics in the presence of thermal fluctuations. The GLdG parameters used for the calculations are highlighted in Table 5.1.

5.2 Phase ordering in uniaxial nematics

5.2.1 Point defects: core structure and dynamics

For a quench below the spinodal temperature, the isotropic phase becomes locally unstable to a nematic perturbation and the system proceeds spontaneously to the nematic phase through spinodal kinetics. Coherent regions of local nematic order develop in time, with a distinct axis of order in each of these domains. Topological defects form at the intersections of these differently ordered domains. Coarsening proceeds through the annihilation of topological defects, increasing the correlation length of local orientational order. In two dimensions\(^3\), the defects are points while line defects appear in three dimensions.

To study coarsening kinetics, we start from a random initial configuration where we draw the order parameters \( S \) and \( T \) randomly from a normal distribution with zero mean and variance proportional to \( F_c \), ensuring the condition, \( 0 < T < S \). We obtain \( \cos \theta \) from an uniform distribution between -1 and 1, and choose \( \phi \) similarly between 0 and \( 2\pi \) to gen-

\(^3\)In a 2D nematic film, the space variations are only in 2 Cartesian directions, while the spin dimension is retained to 3 i.e. all of the Cartesian directions accessible by the director to orient.
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Figure 5.3: Data collapse of the direct correlation function $C(r)$ with scaled distance $r/L(t)$ for different times. The symbol $\Delta$ depicts the Bray - Puri function $[13]$ for the O(2) vector model: $f_{BP}(x) = B^2(0.5, 1.5)F[0.5, 0.5, 2; \exp(-x^2)]\exp(-x^2/2)/\pi$. The inset shows the unscaled correlation function at different times.

erate the director and codirector. The joint normal is obtained through the Gram-Schmidt orthogonalization technique. We then relax the system from this initial isotropic state at a temperature below the supercooling spinodal temperature. The data presented below is averaged over $10^2$ different initial conditions for a $256^2$ system with periodic boundary conditions. From the coarsening simulations we obtain the strength of uniaxial and biaxial order $S$ and $T$, and the director $n$. Fig.[5.1(a-c)] shows $S$ in false colours with $n$ embedded on top of that. The director is used to construct the schlieren plots shown in Fig.[5.1(d-f)]. These plots are constructed by first projecting the director into the $x$ – $y$ plane, finding the angle $\chi$ made by this projection with an arbitrary axis (say $x$-axis) and then computing $\sin^2(2\chi)$. The presence of both integer and half-integer defects is clearly visible in these plots as the meeting points of four and two dark brushes, respectively. In the corresponding plots for the strength of ordering, the defects are clearly visible as localized regions where $S$ rapidly decreases. This is the core region of the topological defect, shown in Fig.(5.2). We confirm the surprising finding that there is strong biaxial ordering inside the defect core $[63]$. These results are in perfect qualitative agreement with both theoretical predictions and previous numerical results $[63]$.

5.2.2 Dynamical scaling in two dimensions

To make a quantitative comparison with previous work, we compare results for the time-development of correlation functions during coarsening. Theoretical predictions and analytical work have verified that the correlation functions defined in Eq.(2.9-2.10) have a scaling
Figure 5.4: Data collapse of the structure function $S(k, t)$ at different times. The dash-dot line has a slope of $-4$ indicating the validity of generalized Porod’s law for $O(n)$ vector systems, with $n = d = 2$. The departure from Porod’s law at high $k$ is due to amplitude variation across the finite core size of the defects as discussed in the text. The inset shows the time dependence of the correlation length $L(t)$. The length grows as a power law with an exponent of 0.5. The maximum value of the correlation length is approximately 1/4-th the system size, ensuring the absence of finite-size artefacts.

Our numerical data for the scaling function are in close agreement with an analytical calculation for a two-component vector model due to Bray and Puri [13], although the symmetry of this model is not the same as the tensorial symmetry of the nematic problem. A similar comparison has been made in [26]. In Fig.(5.3) we confirm that the real-space correlation function does indeed scale as expected.

The inset of Fig.(5.4) shows the growth of the length scale as a function of time. Theoretically, this is expected to grow as a power $L(t) \sim t^\alpha$. Our estimate for this exponent is $\alpha = 0.5 \pm 0.005$. Our results are consistent with both analytical predictions and an earlier numerical simulation. The Fourier space correlation function is expected to exhibit a short-wavelength scaling $S(k, t) \sim k^{-4}$, known as a generalized Porod law [12]. We see a clear range of
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Figure 5.5: Time evolution of uniaxial degree of alignment [frames 5.5(a)-5.5(d)] in a coarsening 3D uniaxial nematic, plotted at an isosurface value 0.054 and volume rendered in false colours.
wavenumbers where Porod scaling is obtained. At very short wavelengths, corresponding to
the size of the defect core where order parameter amplitude variations are important, such
Porod scaling should breaks down. We see evidence for this as well, where the very highest
wavenumbers in Fig. (5.4) corresponding to the size less than the size of a defect core show
deviations from the Porod scaling. Our numerical results for spinodal decomposition, then,
agree both qualitatively and quantitatively with theoretical results and previous numerical
work [25].

5.2.3 Intercommutation, loop formation of line defects in three dimensions

Defects in two dimension are points, while they can be linear in one higher dimension.
A uniaxial nematic phase in two dimensions coarsens through successive production and
annihilation of point defect-antidefect pairs. In three dimensions, a coarsening nematic
proceeds through the initial creation of line defect-antidefect pairs. The pair annihilates by
inter-commutation of the line segments to form a closed loop. Different loops pass through
each other to form distinct loops which finally contract and eventually disappear from the
system in the late stage of the kinetics.

Fig. (5.5) shows the corresponding uniaxial scalar field S at successive time steps after a
uniaxial nematic quench from isotropic phase. An inter-commutation of line disclination is
clearly noticeable, which can be seen in the south-west corner of the first three frames [5.5(a)-
5.5(c)]. Last frame [5.5(d)] shows a loop formed at a late stage of the phase ordering kinetics
where only a few defects exist. Superimposed with the scalar field S, change of the director
field conformation on the surface of the stream tubes of S is shown in Fig.[5.6(a)-5.6(c)]
while an inter-commutation event of defect line segments take place.

In Fig. (5.7), we show the data collapse of the structure function as well as the uncollapsed
data in the inset. However, accurate estimations of the growth exponent have not been
carried out due to lack of sufficient data for statistical averages to be meaningful.
5.3 Fluctuating defect kinetics

The dynamics of defects is greatly influenced by the presence of fluctuating thermal forces. To illustrate the role of fluctuations, we calculate the time evolution of the number density of defects. This is achieved through calculating the number of field values below a certain threshold value at a particular instant of time. For our numerics we set this value to be half the value of the maximum attainable value of the field for each and every instant in time.

We calculate the total number of defects at a particular time defined as

\[ N_d(t) = \int \rho(x, t) dx \]  

where, \( \rho(x, t) = \sum_i q_i \delta^d(x - x_i) \) is the defect density, \( q^i \) is the winding number of the topological defect at the \( i^{th} \) space point.

Fig.(5.8) shows the variation of the defect density with time in the presence and absence of fluctuation. The initial slope in both the cases correspond to the early time diffusive scaling regime while the degree of uniaxiality saturates to their equilibrium values. In the presence of thermal fluctuation, the diffusive scaling regime is reduced in comparison to the non-fluctuating case. The fact that the slopes are equal in both cases suggests that the fluctuating force does not play any significant role in generating defect pairs, apart from speeding up the defect kinetics considerably. At the late stage of the dynamics, while a few defects diffuse in the saturated uniaxial nematic medium, the defect-anti defect pair annihilation process becomes faster than the zero temperature case, as shown in the inset of Fig.(5.8).
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5.4.1 Point defects: core structure and dynamics

Our study of the biaxial nematic incorporates the space variation of the triad $\mathbf{n}$, $\mathbf{l}$ and $\mathbf{m}$ as well as the amplitude degrees of freedom $S$ and $T$, unlike previous work [77]. As the system equilibrates after the biaxial quench, the magnitude of the order parameter converges to its equilibrium value.

Defects of all homotopy classes can be found after the extraction of the uniaxial and biaxial scalar order from the $\mathbf{Q}$ tensor. The homotopy classes are classified through the variation of the director configuration around the defect, by construction of topological circuits capturing the local minima. $C_x$ ($\mathbf{n}$ rotates by $\pm \pi$, $\mathbf{l}$ does not rotate) and $C_y$ ($\mathbf{n}$ does not rotate but $\mathbf{l}$ rotates by $\pm \pi$) class of defects are found, whereas no stable $C_z$ (both $\mathbf{n}$ and $\mathbf{l}$ rotate by $\pm \pi$) class of defects are seen, consistent with the earlier analytical prediction [39] and numerical result [77].

Fig. (5.9) shows the uniaxial and biaxial order and the Schlieren textures at the indicated time steps after a biaxial nematic quench from an initial isotropic phase. In the Schlieren texture, both integer defects {four brushes at slightly north from the center of the frame [5.9(h)]} and half integer defects {two brushes in all of the three frames [5.9(g)-5.9(i)]} are seen at the early stage of the dynamics. Only half integer defects are present at the late stages of the dynamics, as indicated by two brushes in the texture frame [5.9(i)]. Although different class of defects are found in the texture, interestingly, signatures of all defect locations arising in the phase cannot be tracked only through the texture study, although they can be clearly

Figure 5.8: Effect of thermal fluctuations on the density of point defects with time is plotted. On a $256^2$ lattice, time is iterated up to $5 \times 10^4$ steps with unit step length and averaged over 20 different initial configurations for both the cases with and without thermal fluctuation.
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Figure 5.9: Panel [(a)-(c)] shows the time evolution of the uniaxial degree of alignment, [(d)-(f)] the biaxial degree of alignment and [(g)-(i)] the Schlieren texture in a coarsening biaxial nematic.
Figure 5.10: Order parameter variation along the defect core of a quenched biaxial nematic phase. Panel (a) shows the uniaxial and biaxial degree of order in a \( C_x \) class of defect, while Panel (b) shows that of a \( C_y \) class of defect.

located in the uniaxial and biaxial scalar order. This also signifies those classes of defects where the deformation is solely embedded in the scalar order \( S \) and \( T \) and not in the vectorial order \( \mathbf{n} \). We also note that the integer defects are purely due to deformation in the vector order \( \mathbf{n} \) and no signature of deformation of \( S \) or \( T \) is noticeable in the field plots in Fig.[5.9(a)-(f)] at the place of texture with four brushes. Thus, our defect finding scheme, reported for the first time, is successful in locating all of the half-integer defect locations belonging to different classes, which cannot be tracked only from the study of Schlieren textures based on \( \mathbf{n} \).

Fig.(5.10) shows the variation of \( S \) and \( T \) along the biaxial defect core located with our mentioned algorithm. In the \( C_x \) class of defects, though both uniaxial and biaxial order are reduced from their equilibrium values, biaxial order drops more significantly than the uniaxial order. In the \( C_y \) class of defects, while uniaxial order drops significantly from the equilibrium value inside the core, the biaxial order peaks. Thus the defect cores of the latter class behaves qualitatively like a half-integer defect-core in a uniaxial nematic.

5.4.2 Dynamical scaling in two dimensions: separation of time scale

To make a quantitative analysis of the dynamics of defects discussed in the previous subsection, we calculate the dynamical scaling exponent. In Fig.(5.11) we confirm the scaling of the direct correlation function and the structure function for a long period of time.

The length \( L(t) \) is extracted from the real-space correlation function using the implicit condition \( C(r = L(t), t) = 1/2 \) as in the case of uniaxial quench discussed in the previous
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Figure 5.11: (a) Data collapse of the direct correlation function $C(r, t)$ with the scaled distance $r/L(t)$ for different times. The inset depicts the unscaled correlator at different times. (b) Data collapse of the structure factor $S(k, t)$ with the scaled Fourier modes at different times. The depicted straight line with a slope of $-4$ indicates to the validity of generalized Porod’s law for $O(n)$ vector model systems, with $n = d = 2$. The inset shows the unscaled correlator at different times.

Figure 5.12: Growth of length scale with time in a biaxial quench. The time integration is done up to $5 \times 10^4$ steps with unit step length.
Fig.(5.12) shows the growth of the length scale as a function of time at different stage of the phase ordering kinetics. Theoretically the length scales with time as \( L(t) \sim t^\alpha \). At an early stage of the kinetics, the dynamics shows a diffusive exponent with \( \alpha = 0.49 \). The diffusive nature of the dynamics at an early stage is attributed to the fact that the scalar order \( S \) and \( T \) reach equilibrium fast in comparison to the director \( n \) variable. The defect cores are not well-defined in this period of time.

In the later part of the dynamics, we observe a decrease of the exponent, with exponent values ranging from 0.32 to 0.39, finally regaining the diffusive exponent 0.5. In this intermediate regime of exponents, defect-defect kinetics proceeds via the annihilation of defect-antidefect pair of respective class. At still later stages of the kinetics, a small number of pairs of defects diffuse in the bulk nematic, and a diffusive scaling exponent is obtained.

In Fig.(5.15), we show the data collapse of the structure function as well as the uncollected data in the inset. We have, however, been unable to settle the question of the growth exponent conclusively.

### 5.4.3 Visualization of line defects commutation in three dimensions

Fig.(5.13) shows the corresponding uniaxial scalar field \( S \) at successive time steps after a biaxial nematic quench from isotropic phase. The inter-commutation of the line disclination is clearly noticeable, as seen in the south corner of the three frames [5.13(b)-5.13(d)]. The pair of lines corresponding to the defect-antidefect pair form a particular class which annihilates by forming a closed loop. Different loops pass through each other to form distinct loops which finally contracts and disappear from the system in the late stage of the kinetics. Superimposed with the scalar field \( S \), change of the director field conformation on the stream tube of \( S \) is shown in Fig.(5.14) while an inter-commutation of defect line segments takes place.

As proposed from the topological restrictions on biaxial nematic defect classes forming the non-abelian group of quaternions, the inter-commutation of some classes of defect lines is forbidden because of the non-commutativity of the group elements. In our numerics, we do not observe any entanglement events. A plausible reason for the absence could be a local melting of the scalar order parameters while biaxial defect lines locally interact. Topological reasoning indicates that the merging of two defects depends strongly on the path which may or may not accompany the criterion of entanglement. Energetically a \( C_0 \) defect lies higher in energy landscape than other \( C_i, (i = x, y, z) \) class of defects. So a \( C_0 \) defect dissociates into low energetic stable class of defect at late stages prohibiting two \( \pi \) defects entangle through a \( 2\pi \) “umbilical” cord, as been analytically predicted by Kobdaj and Thomas in two dimensions [39]. (The generalization of these results to three dimensions is natural.) The only possible ways of defect entanglement is found in the experimential and theoretical studies of: i) cholesterics or chiral nematics that exhibits of a defect-locked blue phase [48], ii) chiral nematic colloids [68], iii) nontrivial boundary driven nematogenic systems etc. The absence of chirality in our studied system can also be another plausible reason for the absence of defect entanglement.

In Fig.(5.15), we show the data collapse of the structure function as well as the uncol-
5.4. Phase ordering in biaxial nematics

Figure 5.13: Time evolution of uniaxial degree of alignment [Frames 5.13(a)–5.13(d)] in a coarsening 3D biaxial nematic, plotted at an isosurface value 0.5 and volume rendered in false colours.
Figure 5.14: Time evolution of uniaxial degree of alignment in a coarsening 3D biaxial nematic. Frames [5.14(a)–5.14(c)] show zoom of the intercommutation with the director field conformation around the disclination.

Figure 5.15: Data collapse of the structure function $S(k, t)$ with scaled Fourier modes for different times. The inset shows the unscaled correlator at different times.
lapsed data in the inset. However, accurate estimations of the growth exponent have not been carried out due to lack of sufficient data for the statistical averages to be meaningful.

5.5 Conclusion

In this chapter, we have described point and line defects of different homotopy classes which arise in our numerics. We discussed phase ordering kinetics in uniaxial nematic phases, validating the theory by locating integer and half integer defects corresponding to $\pi_0(\mathcal{R})$.

We demonstrate that the late-stage growth exponent in two-dimensional uniaxial nematics is 0.5, confirming scaling expectations. For uniaxial and biaxial nematics in three dimensions, we show the existence of an asymptotic 0.5 growth exponent. This asymptotic behaviour, however, is obtained only after a long crossover regime in which the data can be fit to numbers between 0.32 - 0.39, suggesting that the data of Zapotocky et al. and of other previous workers may have been confined to this crossover regime. We numerically observe defects in biaxial phase ordering but find no evidence for entanglement of defects, as posited by the topological theory of defects. However, we see clear indication for intercommutation of string defects in three dimensions and our novel visualization techniques enable us to track the detailed variation of the order parameter structure through such intercommutation events. These observation suggest that similar methodologies may find powerful application in the study of defect kinetics in these and similar systems with complex defects.
Chapter 6

Breakdown of classical nucleation theory in nucleation kinetics

In this chapter we present results of a study of nucleation of nematic droplets from the metastable isotropic phase. To the best of our knowledge, this is the first study of the kinetics of nematic nucleation which is based on a Ginzburg-Landau description. We use the stochastic equations of motion for the nematic director presented earlier, together with a method of lines integration scheme, to study this problem. As in the studies of the previous chapters, all five tensorial degrees of freedom of the nematic director are allowed to fluctuate. This allows for novel kinetic pathways, absent in liquid-gas or liquid-liquid nucleation, through which nematic droplets can form. The few previous studies of this problem where full director fluctuations are included were particle-based Monte-Carlo simulations of hard spherocylinders (HSC), whose kinetic interpretation can be ambiguous.

Our principal results are the following. In both two and three dimensions, the overall shape of the nematic droplet is generally ellipsoidal, and not spherical as assumed in classical nucleation theory. In two dimensions, depending on the signs of the elastic constants and the anchoring conditions they enforce on the director, we find that nematic nuclei contain defects within them. In three dimensions, we are not able to clearly discern their presence in the droplet, but we do find a non-uniform director distribution in the nuclei. Our study thus reveals pathways that involve states with non-trivial spatial distributions of the nematic director, which are not accounted for in classical nucleation theory. Our study shows that classical nucleation theory, with its assumption of spherical, spatially uniform nuclei, is insufficient to account for the complexity of nematic droplet nucleation.

6.1 Introduction

As the transition from isotropic to nematic phase is weakly first order, there exists a regime of parameters where the kinetics proceeds through nucleation of the stable phase in the unstable medium. This regime is bounded by the binodal and spinodal lines as indicated in the phase diagram Fig. (1.5). Classical homogeneous nucleation theory, with a non-conserved order parameter, studies the critical droplet size, the energy of the barrier height and the nucleation rate of a single droplet, all with an inherent assumption of nucleation that proceeds...
through the free energy of spherical droplets of radius $R$.

The free energy of a droplet consists of contributions from the energy of the bulk (which is the volume energy of the nucleating stable phase) and the surface energy required to create the interface between the stable and the metastable medium. This can be defined as

$$F(R) = -V \rho_N \Delta \mu + A \sigma,$$

where $V = \frac{4}{3} \pi R^3$ is the volume and $A = 4 \pi R^2$ is the surface area of the spherical droplet, $\rho_N$ is the density of the nucleating stable phase and $\Delta \mu = \mathbb{L} \Delta T / T^*$ is the change in the chemical potential of the unstable to stable phase. $\mathbb{L}$ is the latent heat emitted due to the change in temperature $\Delta T$, critical temperature is denoted by $T^*$ and $\sigma$ is the surface tension.

A droplet of stable phase in an unstable background shrinks if it is smaller than a critical size $R_c$. Droplets which are larger than $R_c$ grow in size till they expand to the size of the system. A droplet of size $R_c$ is thus metastable. The critical shape of the droplet is obtained by maximizing $F(R)$ with respect to $R$, resulting into $R_c = 2 \sigma / \rho_N |\Delta \mu|$.

The barrier height can also be calculated by using this form of $R_c$ as $F_c = 16\pi \sigma^3 / 3 \rho_N^2 (\Delta \mu)^2$. From this, the nucleation rate can be calculated which is defined as, $I = Z \rho_I f_c^+ \exp[-F_c / k_B T]$. Here, $Z = \sqrt{|\Delta \mu| / 6 \pi k_B T n_c}$ is the Zeldovich factor, $n_c$ is the number of monomers in the critical nucleus, $\rho_I$ is the density of the unstable phase and $f_c^+$ is the rate of attachment to the critical nucleus [5]. Typically, in classical nucleation theory (CNT), the calculation of the rate is a formidable problem as the quantities $f_c^+$ and $\sigma$ are outside the scope of experimental measurements which can be matched with theoretical predictions.

The development in time of a fluctuation-induced nematic droplet is a key factor in determining the nucleation rate in nematics [22]. Unlike conventional isotropic fluids, as the nucleation of crystalline phases does not proceed through formation of a spherical nucleus due to the anisotropic surface tension, the nucleus in a nematic is also not expected to be spherical [9]. Allowing the shape to deviate from perfect sphericity reduces the total energy, which is a sum of the elastic energy associated with the director deformation in the bulk and a surface energy associated with the anchoring condition at the interface of the droplet. Thus, determining the droplet shape of least energy involves a minimization over the strength of ordering as well as the director degrees of freedom [33, 16, 73].

Prinsen and Schoot studied the shape and director field conformation of nematic tactoids within a Frank description of the elastic free energy [59]. In their formulation, a planar anchoring condition of the director to the interface is enforced through a plausible surface free energy term proposed by Rapini and Papoular [61]. By minimization of the free energy, different morphology of ellipsoidal nematic droplets has been proposed as a function of the elastic stiffness and the anchoring strength. No kinetic description is available of the nucleation and the growth of nematic tactoids.

The only study of kinetic pathways of growth of nematic droplet is addressed by Cuetos and Dijkstra through a Monte Carlo study of HSC [22]. They studied the pressure controlled supersaturation of colloidal fluid with two different aspect ratios of the HSC, as well as the nucleation and growth from an isotropic to nematic transition below the critical temperature. Their principal findings are that for a high aspect ratio, an ellipsoidal nematic cluster with a homogeneous director field forms and grows in time to span the system size. However the
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6.1 10^{-3} -0.5 2.67 0 0.01 0 5 2.0807 \times 10^{-7} 256^2
6.2 10^{-3} -0.5 2.67 0 0.0236 0 1 0 128^2
6.3 10^{-3} -0.5 2.67 0 0.01 20 5 2.0807 \times 10^{-7} 256^2
6.4 10^{-3} -0.5 2.67 0 0.0236 10 1 0 128^2
6.5 10^{-3} -0.5 2.67 0 0.01 -0.5 5 2.0807 \times 10^{-7} 256^2
6.6 10^{-3} -0.5 2.67 0 0.0236 -1 1 0 128^2
6.7-6.8 10^{-4} -0.5 2.67 0 0.01 0 20 2.0807 \times 10^{-7} 128^3
6.9-6.10 10^{-5} -0.5 2.67 0 0.01 10 10 2.0807 \times 10^{-7} 128^3
6.11-6.12 5 \times 10^{-5} -0.5 2.67 0 0.01 -1 5 2.0807 \times 10^{-7} 128^3

Table 6.1: Numerical parameters in the Landau-de Gennes theory used for the computer experiments in nucleation kinetics presented in this chapter.

The kinetic description is not well-defined in a Monte Carlo technique as it samples only the most probable states. Although in Monte Carlo technique, the local moves can faithfully reproduce the Brownian dynamics trajectories for rod-like particles, but a true kinetic pathway is outside the scope of such studies. We mention that a truly kinetic scenario can only be captured through the dynamical study of the tensorial order parameter $Q$ defined in Eq. (2.2). The GLdG parameters used for the calculations are highlighted in Table 6.1.

### 6.2 Structure of nucleated nematic droplets in two dimensions

We consider the nucleation of a nematic droplet in an isotropic background, in the presence of the fluctuations in the orientation due to temperature. We prepare an isotropic phase with the mean of $S$ and $T$ set to zero but with finite variance. We construct the $n_1,m_1$ triad such that the direction is completely random in the three Cartesian directions. We evolve the nematodynamic equation (2.2) and study the phase behaviour in the early and late stage of the kinetics. The nematic droplets nucleate in the isotropic phase due to the external thermal noise $\xi$, which serves as the driving force that drives the isotropic state to overcome the nucleation barrier. We incorporate the anisotropic contribution to elasticity of both positive and negative signs of elastic constant while ensuring the positivity of the Frank elastic constants. We systematically discuss different cases while comparing the results with
6.2.1 Circular droplets with uniform director at $\kappa = 0$

In the absence of the anisotropic elastic term in the equation of motion, several spherical droplets of uniaxial nematic phase nucleate in the fluctuating isotropic medium with homogeneous director anchoring inside the droplet. The direction of orientation of the director is local to the droplets, and is different from droplet to droplet. These droplets grow in size by reducing the isotropic region significantly and coalesce with each other while evolving in time, smoothing out the director field throughout the system to reduce the elastic energy. In this process, topological defects form due to the coalescence of droplets, which annihilate at the late stage of the dynamics satisfying topological constraints. Finally, the stable uniaxial nematic phase fluctuates in equilibrium.

Fig. (6.1) shows the scalar order parameter $S$ in false colours and the director field $n$ as needles superimposed on top of that. To avoid clumsiness in the description, the director is plotted on each and every fourth lattice point in all of the directions. The formation of several nematic droplets\(^1\) are shown in Fig. (6.1(a)). The nematic phase with defects at a late stage is shown in Fig. (6.1(b)), where the defect-anti defect pair eventually annihilates. Fig. (6.1(c)) and Fig. (6.1(d)) show the schlieren textures at the time of formation of droplets and a later time of fully developed defects at the fluctuating nematic phase. We notice that our previous assumption of uniform director field inside the immersed nematic droplet as discussed in the previous section, holds well with a spherical shape of the droplet.

To compare the obtained result with the mean field calculation, we have also studied the time evolution of a single nematic droplet immersed in an isotropic background working at the zero temperature limit of the problem. To study any conformational changes to the droplet, our initial condition was chosen so as the uniaxial order was set to the equilibrium value ($S = S_c$) with the director anchored at an angle of $\pi/4$ with the nematic-isotropic interface inside the droplet. We took $S = 0$ in the isotropic region, while randomly orienting the direction of the triad and relaxed the system at a temperature intermediate between the binodal and spinodal temperatures in the absence of fluctuation.

For droplets larger than the critical radius, the nematic region was observed to grow in size, finally evolving into the nematic state spanning the system size. For the parameters used, the alignment of the director did not change significantly during the evolution of the droplet. Fig. (6.2) shows the evolution of a single, initially circular droplet, illustrating how the droplet shape evolves in a circular fashion in the absence of elastic anisotropy $\kappa = 0$.

6.2.2 Complex droplet geometry with integer defect at $\kappa > 0$

With a positive contribution of the elastic anisotropy to the free energy, in the droplet growth regime, we notice a change in the geometry of the nucleated nematic droplet, satisfying earlier

\(^1\) The formation of a single nematic droplet is outside the scope of computational time and resources, since to observe a single droplet nucleation event, the free energy must be deep inside the nucleation regime (not close to the spinodal lines as in the cases studied here). This increases the first passage time considerably, making droplet nucleation a rare event.
Figure 6.1: The first two frames designate the degree of uniaxial order and director conformation of the nucleating droplets. The last two show the corresponding schlieren textures. Panel (a) shows the circular droplets with uniform director at an early stage. The full grown defects at a late stage is been shown in panel (b). Panel (c) shows differently oriented, uniform nematic domains while the half integer defects (two brushes) are shown in panel (d). The SRK4 numerical integration is performed upto $1.2 \times 10^4$ iterations with unit time increment.
Figure 6.2: Time evolution of the uniaxial order in the relaxation of a nematic droplet. Fig.(a) shows the circular droplet at time $t = 0$. The time evolution with $\kappa = 0$ of the circular droplet at a later time $t = 3 \times 10^3$ is shown in fig.(b).

Theoretical predictions and numerical estimates. The initial elliptic nuclei, however, change shape to complex geometries before coalescence. Also, we observe the existence of topological defects with integer charge, a hedgehog conformation of the director, formed inside each and every droplet. This result has not been reported in the literature. A plausible reasoning for the formation of the defects could be the small ratio of the volume to surface free energy, which results into a deformation of the bulk nematic director inside the droplet to a hedgehog structure due to the strong anchoring of the director at the surface of the droplet. At late stages of the dynamics, the bubbles coalesce and the fluctuating uniaxial nematic phase spans the system size as discussed in the previous subsection. Unlike the previous case, we never observe half integer defects forming due to coalescence of the nematic droplets.

Fig.(6.3) shows the scalar order parameter $S$ in false colors and the director field as needles superimposed on tops. For visualization purposes, the director is shown at every fourth lattice point. Fig.[6.3(a)] shows the formation of droplets with an ellipsoidal shape with an integer defect inside the droplets at an early stage. Fig.[6.3(b)] shows the evolution of the ellipsoidal droplets to complex structures at a late stage of the kinetics. The schlieren textures at these particular times are shown in Fig.[6.3(c)-6.3(d)]. The interesting fact we note is even at the late stage of the kinetics, while the droplets completely coalesce to form the fluctuating nematic phase, integer defects persist till the end of the kinetics with a relaxation time much larger than that of the computational time. Qualitatively, this matches the experimental predictions reported in the reference [60].

In our mean field calculation without incorporating fluctuation in temperature but in the presence of elastic anisotropy, the droplet orients along the direction of nematic order for planar anchoring ($\kappa > 0$). In our numerics, we quantify the geometrical change through measurements of the change in the aspect ratio. The aspect ratio, defined as the ratio of the
Figure 6.3: The first two frames show the degree of uniaxial order and director conformation of the nucleating droplets, while The last two show the corresponding schlieren textures. Panel (a) shows the nucleated ellipsoidal droplets at an early stage of the kinetics. Panel (b) shows complex droplet structures at a late stage (before coalescence of domains). Panel (c) shows the integer defect with four brush while panel (d) shows the grown brushes of the defects. The SRK4 numerical integration is performed upto $1.2 \times 10^4$ iterations with unit time increment.
Breakdown of classical nucleation theory in nucleation kinetics

6.2.3 Ellipsoidal droplets with uniform director at $\kappa < 0$

In the presence of a negative contribution of the elastic anisotropy to the droplet surface energy, we notice formations of ellipsoidal droplets with homogeneous director anchoring. These droplets coalesce to form topological defects which eventually disappear from the system by the defect-antidefect annihilation process. Though we expect defects inside the droplets with a finite contribution from the anisotropic elasticity, a plausible explanation could be the higher volume to surface energy ratio. The surface anchoring of the nematic director is unable to deform elastically the director in the bulk significantly, thus resulting into a smooth director field inside the droplet.

Fig.(6.5) shows the scalar order parameter $S$ in false colors with the director field $\mathbf{n}$, plotted as needles superimposed on top. For visualization purposes, the director is strided at every fourth lattice point. Fig.[6.5(a)-6.5(b)] shows the formation and complex structures of the nematic droplet in the growth kinetics. The schlieren textures at these particular times are shown in Fig.[6.5(c)-6.5(d)].

In our mean field calculation without incorporating fluctuation in temperature but in the presence of elastic anisotropy, the droplet orients perpendicular to the direction of nematic

Figure 6.4: Time evolution of the uniaxial order in the relaxation of a nematic droplet. The initially circular droplet develops an anisotropy and becomes elliptical, the two-dimensional analogue of the ellipsoidal droplets (tactoids) seen in three dimensions. Fig.(a) shows the circular droplet at time $t = 0$. The elliptical conformation with $\kappa > 0$ at a time $t = 6 \times 10^2$ is shown in fig.(b) having aspect ratio 1.5037. The droplet radius is taken to be 20.

major to minor axis of the ellipse, are indicated in Fig.(6.4). This is calculated by extracting a contour at a fixed value of $S$ (say $S_c/2$) and fitting it with an ellipse. The aspect ratio in $\kappa > 0$ changes from 1 as 1.1191, 1.3046 and 1.5037 from time $t = 0$ to 300, 600 and 900 respectively.
6.2. Structure of nucleated nematic droplets in two dimensions

Figure 6.5: The first two frames show the degree of uniaxial order and director conformation of the nucleating droplets, while the last two show the corresponding schlieren textures. Panel (a) shows the elliptical droplets with uniform director conformation, panel (b) shows the grown defects at a late stage. Panel (c) shows the uniformity of the droplets while panel (d) shows the half integer two-brush defects. The SRK4 numerical integration is performed up to $1.2 \times 10^4$ iterations with unit increment.
order for homeotropic anchoring ($\kappa < 0$), while changing shape from circle to ellipse as indicated in Fig. (6.6). The aspect ratio at time $t = 0$ changes from 1 to 1.0122, 1.0718 and 1.1316 in time $t = 500, 1000$ and 1500 respectively.

To the best of our knowledge, there are no analytical expressions for order parameter variations for nematic droplets in all these three cases of $\kappa$. Thus, our results cannot be compared directly against analytical theory. However, the results obtained are in qualitative agreement with previous work on the shape of nematic droplets as a function of anchoring strength [59, 33, 16, 73].

### 6.3 Structure of nucleated nematic droplets in three dimensions

We discuss the nucleation of nematic droplets in an isotropic environment in three space-spin dimensions with the three cases of $\kappa$ in the following subsections.

#### 6.3.1 Spherical droplets with $\kappa = 0$

Fig. (6.7) depicts four snapshots of the nucleation process of uniaxial nematic droplets at the isotropic medium. Nucleation events are followed by a coarsening kinetics while the droplets coalesce amongst themselves to form defect-anti defect strings. These eventually annihilate from the system by segment intercommutation and the formation of loops which contract.

Our central result is, with a zero contribution to the surface free energy from the anisotropic gradients, the nucleation event proceeds with the formation of spherical droplets. Fig. (6.8) shows the the uniaxial scalar field and the vector field conformation of the director at a particular time. The uniformity of the director is noticeable from the first two confor-
6.3. Structure of nucleated nematic droplets in three dimensions

Figure 6.7: Time evolution of uniaxial order in a three dimensional volume. Panel (a) shows the emergence of uniaxial nematic droplet in the fluctuating isotropic medium. The coalescence of droplets, as shown in panel (b), form line defects as shown in panel (c). The defects at a late stage of the kinetics is shown in panel (d). The isosurfaces are plotted for a fixed iso-value $S = 0.05$. The numerical integration is performed upto $3 \times 10^3$ SRK4 iterations with unit increment in time.
Figure 6.8: Panel (a) and (b) show the uniaxial order and director conformation on the surface of nucleated nematic droplets in three dimensions. Panel (c) shows the uniaxial order in a plane (say x-y) that slices the three dimensional volume at \( z = 20 \). The isosurface is plotted for a fixed isovalue \( S = 0.05 \). The numerics is performed upto \( 3 \times 10^3 \) SRK4 iterations with unit time increment.

6.3.2 Ellipsoidal droplets with \( \kappa > 0 \)

Fig. (6.9) depicts four frames of the nucleation event happening in the presence of elastic anisotropy in the free energy. The uniaxial nematic droplets nucleate in the isotropic background, which eventually coarsens through the coalescence of the droplets to form defects. These defects annihilate through the usual defect string dynamics.

Our central result is the change of shape in the droplet conformation in the early stages of nucleation. Fig. (6.10) depicts the local tilt angle \( \theta = \cos^{-1}(k \cdot n), (0 \leq \theta \leq \pi) \) on the surface of the droplets as well as a slice of the three dimensional volume at a particular value of \( z \) in the \( z \)-axis. As can be clearly noticeable, the change of colours on the surface of the uniaxial droplet clearly confirms the variation of the director. Thus CNT predictions for the nucleation rate will not estimate the droplet nucleation rate correctly. However, we are unable to locate any defect conformation inside or on the surface of the droplet. The ellipsoidal nature of the droplet can be visualized in Fig.[6.10(b)]. Like the two dimensional case, we also notice that the first passage time is slightly higher than the previous case.

6.3.3 Ellipsoidal droplets with \( \kappa < 0 \)

Fig. (6.11) depicts the nucleation of the uniaxial nematic droplets in an isotropic medium in the presence of a negative contribution of the elastic anisotropy to the free energy. Like
6.3. Structure of nucleated nematic droplets in three dimensions

Figure 6.9: Time evolution of uniaxial order in a three dimensional volume. Panel (a) shows the emergence of uniaxial nematic droplet in the fluctuating isotropic background. Panel (b) shows the coalescence of droplets, and the formation of line defects are shown in panel (c). The defects at a late of the kinetics is shown in panel (d). The isosurfaces are plotted for a fixed iso-value $S = 0.04$. The numerics is performed upto $6 \times 10^3$ SRK4 iterations with unit increment in time.
Figure 6.10: Panel (a) shows the uniaxial order and director field on the surface of a nucleated nematic droplet in the three dimensional volume at an early stage. The isosurface is plotted for a fixed isoalue $S = 0.04$. Panel (b) shows the uniaxial order in a $x$-$y$ plane that slices the three dimensional volume at $z = 20$. 
Figure 6.11: Time evolution of uniaxial order in a three dimensional volume. Panel (a) shows the emergence of uniaxial nematic droplet in the fluctuating isotropic background. Panel (b) shows the coalescence of droplets to form line defects shown in panel (c). The defects at a late of the kinetics is shown in panel (d). The isosurfaces are plotted for the fixed isovalue $S = 0.05$. The numerics is performed upto $3.9 \times 10^3$ SRK4 iterations with unit time increment.
Figure 6.12: Panel (a) shows the uniaxial order and director field on the surface of a nucleated nematic droplet in the three dimensional volume. The isosurface is plotted for the isovalue $S = 0.05$. Panel (b) shows the uniaxial order in a $x$-$y$ plane that slices the three dimensional volume at $z = 19$.

the other cases, we see the nucleation kinetics followed by a phase ordering kinetics with coalescence of droplets leading to defects which eventually annihilate from the system.

Our central result is the ellipsoidal shape of the droplet conformation in the early stage of nucleation. Fig. (6.12) depicts the local tilt angle $\theta$ on the surface of the droplets as well as a slice of the three dimensional volume at a particular value of $z$ in the $z-$axis. We notice defect ellipsoidal droplets with different conformation of the director at the surface of the droplet. We are unable to locate any defect conformation inside or on the surface of the droplet. The ellipsoidal nature of the droplet can be visualized in Fig.[6.12(b)]. Like the two dimensional case, we also notice the first passage time to be slightly higher than the previous case.

### 6.4 Conclusion

In this chapter we have studied various uniaxial nematic droplet conformation nucleated in an isotropic fluid medium, through a computational study of nucleation kinetics in nematics. We have shown, in the absence of temperature fluctuations, that a uniaxial nematic nuclei with uniform director conformation grows in size, preserving the circular symmetry, if the contribution from anisotropic gradient terms are not incorporated in the Landau-de Gennes
theory. This situation breaks down in the more general case, with the emergence of an elliptic nucleus with the long axis of the ellipse oriented along the direction of the director for $\kappa > 0$ while remaining perpendicular to this direction for $\kappa < 0$. We have verified that in the presence of moderate thermal fluctuations, the nucleating uniaxial nematic nuclei grows as in the case of $\kappa = 0$. The first signature of an anomaly in the director configuration is for the $\kappa > 0$ case, where ellipsoidal nuclei grow in size with an integer defect trapped inside. While the droplets coalesce among themselves, these defects last till the late stage of the kinetics until the annihilation process kicks in. We obtain ellipsoidal droplets with uniform director configuration for $\kappa < 0$.

We also present nematic droplet conformations in three dimensions for all three cases. Though we are unable to detect any integer defect inside the ellipsoidal droplet in the case of $\kappa > 0$, we notice an abrupt variation of the director on the surface of the droplet for both positive and negative values of $\kappa$. 
Chapter 7

Conclusions

This thesis has studied various static and dynamic properties of nematic liquid crystals through accurate numerical methodologies. As examples of the variety of uses our methods can be put to, we address a few central problems in the statics and dynamics of nematics modeled within the Landau-Ginzburg-de Gennes formulation: the static properties of the isotropic-nematic interface, the incorporation of the effects of thermal fluctuations in the TDGL equations for nematics, phase ordering and the dynamics of defects in the spinodal kinetics of uniaxial and biaxial quenches in nematics and the structure of nucleating nematic droplets.

We have shown how a noisy TDGL equation for nematics can be formulated, and described a method-of-lines (MOL) approach and its stochastic variant, the stochastic method of lines. We have illustrated the uses of the MOL approach in solving the tensorial inhomogeneous equations governing the overdamped dynamics of nematics. These calculations make no ad-hoc assumptions and take into account all the degrees of freedom of the tensorial order parameter. We have also developed a highly accurate spectral scheme, benchmarking the algorithm against the scalar problem. We have extended our MOL algorithm for high-performance computational purposes, to run in a parallel cluster. These algorithms make it possible to study the TDGL equations appropriate to nematics in a far more computationally efficient way than any previously reported study.

We have applied the MOL algorithm to integrate the deterministic part of the TDGL equation to study the static properties of the nematic-isotropic interface. We show that in the absence of elastic anisotropy, the classical de Gennes ansatz is valid, while the inclusion of such contributions to the free energy induces biaxiality at the interface for any anchoring condition of the director other than homeotropic. By applying spectral methods to solve the nematic equations for a fixed nematic director anchoring in the nematic boundary we have shown that, for oblique nematic anchoring, the local tilt angle linearly interpolates between the interface and nematic boundary, making the interface nonlocal in nature. However, scalar order varies significantly only over a small region in the vicinity of the boundary. Finally, we describe, pictorially, the effects of thermal fluctuation on the roughening of the isotropic-nematic interface. This work can be easily extendable to the study of the capillary wave spectrum induced by thermal fluctuations [62].

In the study of spinodal kinetics in uniaxial and biaxial nematics, we have developed a
new defect visualization scheme which enables easy detection and visualization of point and line defects through the alteration of the scalar order with respect to the bulk value in the vicinity of the defects. A numerical test of phase field theories requires the study of the large scale, long time limit of the problem so as to ensure a true scale separation. We have carried out high performance computations with large lattice systems to achieve such a limit. In our study of phase ordering in two dimensional systems within the TDGL framework, we demonstrate dynamical scaling with a length scale growing as $t^{1/2}$ at late times. Our numerics detects a rapid crossover in the dynamics at early times, with a diffusive $t^{1/2}$ growth at early times arising from order parameter magnitude evolution changes crossing over into a late-time regime dominated by the diffusion and annihilation of topological defects. This physics is absent in earlier simulations of hard-spin models of nematics. We regain a diffusive regime at the final stage of the dynamics [13]. This study helps us to settle the question of the dynamical exponents in both phases in a more definitive way than previous studies [13, 77, 25]. We have demonstrated the effect of temperature fluctuations on the dynamics of point defects in uniaxial nematics. In general, our computation of dynamic properties in the presence of fluctuations can be used to investigate a wide range of phenomena in both $O(n)$ models and uniaxial nematics [45].

Defect dynamics is richer in three dimensions as opposed to two dimensions. For uniaxial nematic system, defect lines can exchange segments while interacting, leading to loops which contract and vanish from the system. Interesting phenomena have been predicted for biaxial nematics where, due to the underlying non-Abelian structure of the group, topological restrictions have been predicted to prevent defects of different classes from crossing, possibly leading to novel glassy states. Within our calculations, we do not observe a jamming of defect lines in quenched biaxial system. However, we clearly see defect-segment exchange in both uniaxial and biaxial nematics within our simulations. Our work can easily be extended to include higher order derivative in the free energy, thus achieving distinct energy channels for defects of different homotopy classes. Work in this direction is in progress.

To study the shape and director field structure in the nucleation of nematic droplets in an isotropic environment, we have solved the deterministic and fluctuating TDGL equation in the nucleation regime. In the absence of thermal fluctuations, we have shown how the contribution from the elastic anisotropy changes the shape of the droplet from an initially circular to an ellipsoidal shape in the growth stage. Without elastic anisotropic the circular symmetry of the droplet is preserved. Our methods are more general than methods used in previous calculations, where surface terms are introduced to account for the elastic anisotropy in an ad-hoc way [61]. Our theory automatically guarantees such contributions from the anisotropic gradients in the LGdG free energy functional.

For nucleation in two dimensions, a positive contribution to the elastic anisotropy not only changes the shape of the droplet, but also creates an integer charged defect inside the droplet. For a negative contribution, we obtain elliptical droplets with uniform director conformation inside the droplets. We have also studied nucleation in three dimensions. We notice an abrupt variation of the director on the surface of droplet but are unable to detect any integer defect inside the ellipsoidal droplet in the presence of a positive contribution to the anisotropic surface energy. Work aimed at detecting and classifying defects in three
dimensions is in progress.
Appendix A

Nematodynamic equations

As a symmetrical tensor $Q_{\alpha \beta}$ can be diagonalized at any given point by choosing the principal axes (in other words taking a similarity transform so that the matrix become diagonal) which does not diagonalize for the other points, the equations are needed to be projected onto the tensorial basis $T_{i \alpha \beta}$ to give a set of equations for the independent components $a_i$,

\[
\dot{a}_i = -\Gamma \left[ (A + CTrQ^2)a_i + (B + 6E'TrQ^3)T_i^\alpha Q_{\alpha \beta}^2 - L_1 \nabla^2 a_i - L_2 \bar{T}_i^\alpha T_j^\beta \partial_\alpha \partial_j a_j \right]. \tag{A.1}
\]

Using the orthonormality of the basis tensors $T_{i \alpha \beta} T_{j \beta \alpha} = \delta_{ij}$, this can be expanded to the set of five equations,

\[
\dot{a}_1 = -\Gamma \left[ (A + CTrQ^2)a_1 + (B + 6E'TrQ^3)(-\frac{1}{\sqrt{6}}(a_1^2 - a_2^2 - a_3^2 + \frac{a_4^2}{2} + \frac{a_5^2}{2}) - L_1 \nabla^2 a_1 - L_2 \left\{ \frac{1}{6} \nabla^2 a_1 + \frac{1}{2} \partial_z^2 a_1 + \frac{1}{\sqrt{12}} \{((\partial_y^2 - \partial_x^2)a_2 + \partial_x \partial_z a_4 + \partial_y \partial_z a_5) - \frac{1}{\sqrt{3}} \partial_x \partial_y a_3 \} \right\} \right], \tag{A.2}
\]

\[
\dot{a}_2 = -\Gamma \left[ (A + CTrQ^2)a_2 + (B + 6E'TrQ^3)(-\sqrt{\frac{2}{3}}a_2 + \frac{a_4^2}{\sqrt{2}} - \frac{a_6^2}{\sqrt{2}}) - L_1 \nabla^2 a_2 - L_2 \left\{ \frac{1}{\sqrt{12}} \{((\partial_y^2 - \partial_x^2)a_2 + \partial_x \partial_z a_4 + \partial_y \partial_z a_5) \} \right\} \right], \tag{A.3}
\]

\[
\dot{a}_3 = -\Gamma \left[ (A + CTrQ^2)a_3 + (B + 6E'TrQ^3)(-\frac{2}{\sqrt{6}}a_3 + a_4 a_5) - L_1 \nabla^2 a_3 - L_2 \left\{ -\frac{1}{\sqrt{3}} \partial_x \partial_y a_1 + \frac{1}{2} \{((\partial_z^2 + \partial_y^2)a_2 + \partial_y \partial_z a_4 + \partial_x \partial_z a_5) \} \right\} \right], \tag{A.4}
\]

\[
\dot{a}_4 = -\Gamma \left[ (A + CTrQ^2)a_4 + (B + 6E'TrQ^3)(\frac{a_1 a_4}{\sqrt{6}} + \frac{a_2 a_4}{\sqrt{2}} + \frac{a_3 a_5}{\sqrt{2}}) - L_1 \nabla^2 a_4 - L_2 \left\{ \frac{1}{\sqrt{12}} \partial_x \partial_z a_1 + \frac{1}{2} \{((\partial_z^2 + \partial_y^2)a_2 + \partial_y \partial_z a_4 + \partial_x \partial_z a_5) + \partial_x \partial_y a_3 \} \right\} \right], \tag{A.5}
\]
\[ \partial_t a_5 = -\Gamma \left[ (A + C Tr Q^2)a_5 + (B + 6E' Tr Q^3) \left( \frac{a_1 a_5}{\sqrt{6}} + \frac{a_3 a_4}{\sqrt{2}} - \frac{a_2 a_5}{\sqrt{2}} \right) - \right. \]
\[ L_1 \nabla^2 a_5 - L_2 \left\{ \frac{1}{\sqrt{12}} \partial_y \partial_z a_1 + \frac{1}{2} (\partial_y^2 + \partial_z^2) a_5 - \partial_y \partial_z a_2 + \partial_x \partial_z a_3 + \right. \]
\[ \partial_x \partial_y a_4 \}]. \quad (A.6) \]

We now present the Jacobian matrix (for \( L_2 = 0 \)), for this purpose, we use Lexicographic projection for the three dimensional problem, defined as

\[ m = p + 5i + 5j L_x + 5k L_x L_y \quad (A.7) \]

where, \( p = 1, \cdots, 5 \); \( i, j \), and \( k \) varies from 0 to \( L_x - 1 \), \( L_y - 1 \) and \( L_z - 1 \) respectively. The Jacobian matrix is defined as,

\[ J_{m,n}^{(p)} = \frac{\partial a_m^{(p)}}{\partial a_n^{(q)}} \delta_{pq}, \quad (A.8) \]

consist of two contribution from local and non-local part of the nematodynamic equation. From Eq.\( \text{(A.2, \cdots, A.6)} \), the local part is,

\[ J_{m,n}^{(1) \text{(local)}} = -\Gamma \left[ (A + C Tr Q^2) + 2Ca_1^2 + \frac{2}{\sqrt{6}} (B + 6E' Tr Q^3)a_1 + \right. \]
\[ \frac{E'}{6} \left( a_1^2 - a_2^2 - a_3^2 \right) + \frac{a_4^2}{2} + \frac{a_5^2}{2} \left\{ \sqrt{54} a_1^2 - \frac{27}{2} (2a_3^2 + 2a_4^2 - a_2^2 - a_5^2) \right\} \delta_{mn}, \quad (A.9) \]

\[ J_{m,n}^{(2) \text{(local)}} = -\Gamma \left[ (A + C Tr Q^2) + 2Ca_2^2 - \sqrt{\frac{2}{3}} (B + 6E' Tr Q^3)a_2 + \right. \]
\[ E' \left( \sqrt{\frac{2}{3}} a_1 a_2 - \frac{a_4^2}{\sqrt{8}} + \frac{a_5^2}{\sqrt{8}} \right) \left\{ \sqrt{216} a_1 a_2 - \frac{9}{2} (a_3^2 - a_5^2) \right\} \delta_{mn}, \quad (A.10) \]

\[ J_{m,n}^{(3) \text{(local)}} = -\Gamma \left[ (A + C Tr Q^2) + 2Ca_3^2 - \sqrt{\frac{1}{6}} (B + 6E' Tr Q^3)a_1 + \right. \]
\[ E' \left( \sqrt{\frac{2}{3}} a_1 a_3 - \sqrt{\frac{1}{2}} a_4 a_5 \right) \left( \sqrt{216} a_1 a_3 - \sqrt{162} a_4 a_5 \right) \delta_{mn}, \quad (A.11) \]

\[ J_{m,n}^{(4) \text{(local)}} = -\Gamma \left[ (A + C Tr Q^2) + 2Ca_4^2 + \left( \frac{1}{\sqrt{6}} a_1 + \frac{1}{\sqrt{2}} a_2 \right) (B + 6E' Tr Q^3) + \right. \]
\[ E' \left( \frac{1}{\sqrt{6}} a_1 a_4 + \frac{1}{\sqrt{2}} a_2 a_4 + \frac{1}{\sqrt{2}} a_3 a_5 \right) \left\{ \sqrt{54} a_1 a_4 + \sqrt{\frac{81}{2}} (2a_3 a_5 + 2a_2 a_4) \right\} \delta_{mn}, \quad (A.12) \]
\[ J_{m;n}^{(5)}(\text{local}) = -\Gamma \left[ (A + C TrQ^2) + 2Ca_5^2 + \left( \frac{1}{\sqrt{6}}a_1 - \frac{1}{\sqrt{2}}a_2 \right)(B + 6E' TrQ^3) + \right. \]
\[ E'(\frac{1}{\sqrt{6}}a_1a_5 + \frac{1}{\sqrt{2}}a_3a_4 - \frac{1}{\sqrt{2}}a_2a_5)\left\{ \sqrt{54}a_1a_5 + \sqrt{\frac{81}{2}}(2a_3a_4 - 2a_2a_5) \right\} \delta_{mn} \]

(A.13)

In the finite difference approximation, the non-local part of the nematodynamic equation takes,
\[ \partial_t a_m^{(p)} = \Gamma L_1[a_{m+5}^{(p)} + a_{m-5}^{(p)} + a_{m+5L_x}^{(p)} + a_{m-5L_x}^{(p)} + a_{m+5L_y}^{(p)} + a_{m-5L_y}^{(p)} - 6a_m^{(p)}] \] (A.14)

and the Jacobian matrix becomes,
\[ J_{m;n}^{(p)}(\text{nonlocal}) = \Gamma L_1[\delta_{m+5;n} + \delta_{m-5;n} + \delta_{m+5L_x;n} + \delta_{m-5L_x;n} + \delta_{m+5L_y;n} + \delta_{m-5L_y;n} - 6\delta_{m;n}] \delta_{pq} \] (A.15)
Appendix B

Equation for the isotropic-nematic interface

The nematic equation in at the long time limit are defined in Eq.(4.6) in the basis of the five set of “a”. In the problems, we always consider a planar interface, where the only variation of the order parameter $Q$ can happen is in the $z$ direction. So, all the derivatives consisting of $\partial_x, \partial_y$ of any order gives a vanishing contribution. The elastic contribution results only from the derivatives of $\partial_z$ of any order.

The equation for the interface then expands into the set of equations given as

\begin{align}
(A + CTrQ^2)a_1 + \frac{B}{\sqrt{6}}(a_1^2 - a_2^2 - a_3^2 + \frac{a_4^2}{2} + \frac{a_5^2}{2}) &= (L_1 + \frac{2}{3}L_2) \partial_z^2 a_1, \quad (B.1) \\
(A + CTrQ^2)a_2 + B(-\sqrt{2}a_1a_2 + \frac{a_4^2}{\sqrt{8}} - \frac{a_5^2}{\sqrt{8}}) &= L_1\partial_z^2 a_2, \quad (B.2) \\
(A + CTrQ^2)a_3 + B(-\sqrt{2}a_1a_3 + \frac{a_4a_5}{\sqrt{2}}) &= L_1\partial_z^2 a_3, \quad (B.3) \\
(A + CTrQ^2)a_4 + B(\frac{a_1a_4}{\sqrt{6}} + \frac{a_2a_4}{\sqrt{2}} + \frac{a_3a_5}{\sqrt{2}}) &= (L_1 + \frac{L_2}{2}) \partial_z^2 a_4, \quad (B.4) \\
(A + CTrQ^2)a_5 + B(\frac{a_1a_5}{\sqrt{6}} + \frac{a_3a_4}{\sqrt{2}} - \frac{a_2a_5}{\sqrt{2}}) &= (L_1 + \frac{L_2}{2}) \partial_z^2 a_5. \quad (B.5)
\end{align}

The boundary conditions for the uniaxial nematic side is fixed from the definition of the order parameter $Q_{\alpha\beta}$ as

$$\frac{S}{2}(3n_\alpha n_\beta - \delta_{\alpha\beta}) = \Sigma_i a_i T_{\alpha\beta}^i,$$  \quad (B.6)
which results into the condition,

\begin{align*}
(a_1)_{\text{nem}} &= -\sqrt{\frac{3}{32}} S [3(n_x^2 + n_y^2 - n_z^2) - 1], \\
(a_2)_{\text{nem}} &= \frac{3}{\sqrt{8}} S (n_x^2 - n_y^2), \\
(a_3)_{\text{nem}} &= \frac{3}{\sqrt{2}} S n_x n_y, \\
(a_4)_{\text{nem}} &= \frac{3}{\sqrt{2}} S n_x n_z, \\
(a_5)_{\text{nem}} &= \frac{3}{\sqrt{2}} S n_y n_z.
\end{align*}
Appendix C

Index of animations

The enclosed CD-ROM contains the presentation of some of the animations we develop in the numerical simulation of nematic liquid crystal, partly described in the thesis. Some of them can be viewed in the web address:

http://www.youtube.com/view_play_list?p=7F62606B554B63A6

- Animation-I : align-BN-1D.avi

  This short presentation shows the numerical simulation of the dynamics of the nematic director and co-director, while thermally cooled from an isotropic fluid phase through a biaxial nematic quench. The nematic director and co-director is shown as double-arrowed vectors with false colours to signify it’s non-directional nature. This numerics is performed on a one dimensional lattice of size 32, while the molecules can rotate in three Cartesian directions.

- Animation-II : phaseorder-UN-2D.avi

  The computer experiment of spinodal kinetics of quenched uniaxial nematics from isotropic fluid phase is shown in two dimensions. The uniaxial degree of alignment and the director field is been superimposed. Point defect - anti defect pairs appear throughout the simulation grid, which eventually annihilate from the uniaxial nematic phase. The parameters are as enlisted in the Table 5.1.

- Animation-III : phaseorder-UN-2D-Sch.avi

  The schlieren textures that appear as the intensity of light scattered between a crossed polarizer is shown from a numerical simulation of spinodal kinetics in quenched uniaxial nematics from isotropic fluid phase in two dimensions. Defects with 2-brush and 4-brushes appear throughout the system. Annihilation of 2-brush defects is seen throughout the numerical time.
• Animation-IV : phaseorder-BN-2D.avi

The computer experiment of spinodal kinetics of quenched biaxial nematics from isotropic fluid phase is shown in two dimensions. The uniaxial degree of alignment and the director field is been superimposed. Point defect - anti defect pairs from different homotopy classes appear throughout the simulation grid, which eventually annihilate between their respective classes.

• Animation-V : phaseorder-BN-2D-Sch.avi

The schlieren textures that appear as the intensity of light scattered between a crossed polarizer is shown from a numerical simulation of spinodal kinetics in quenched biaxial nematics from isotropic fluid phase in two dimensions. Defects with 2-brush and 4-brushes appear throughout the system. Annihilation of 2-brush defects is seen throughout the numerical time.

• Animation-VI : phaseorder-UN-3D.avi

The computer experiment of spinodal kinetics of quenched uniaxial nematics from isotropic fluid phase is shown in three dimensions. Line defect - anti defect pairs appear throughout the simulation grid, which eventually annihilate from the uniaxial nematic phase by intercommutation of segment and forming contractile loops.

• Animation-VII : phaseorder-BN-3D.avi

The computer experiment of spinodal kinetics of quenched biaxial nematics from isotropic fluid phase is shown in three dimensions. Line defect - anti defect pairs from different classes appear throughout the simulation grid, which eventually annihilate within the same class from the biaxial nematic phase by intercommutation of segment and forming contractile loops.

• Animation-VIII : nucl-2D-L2zero.avi

This small animation presents the nucleation of uniaxial nematic droplets in the isotropic environment in the absence of $\kappa$. The director configuration is superimposed on the degree of uniaxial order. Spherical droplets grow in size and while coalesce form defects which eventually annihilate from the simulation box. The parameters are as enlisted in the Table 6.1.

• Animation-IX : nucl-2D-L2pos.avi

This animation presents the nucleation of uniaxial nematic droplets in the isotropic environment in the presence of a positive contribution of $\kappa$. The director configuration
is superimposed on the degree of uniaxial order. Ellipsoidal droplets grow in size and before coalescence form complex geometry. Bubble coalescence does not generate any defect.

- **Animation-X : nucl-2D-L2pos-Sch.avi**

  This animation presents the schlieren texture corresponding to the results of the previous animation. The growth of droplets with a 4-brush defects inside are clearly identified. Although the droplets coalesce, but the structure of the defect persists upto a late stage of the dynamics while at the late stage the fluctuation in nematic phase prevails.

- **Animation-XI : nucl-2D-L2neg.avi**

  This small animation presents the nucleation of uniaxial nematic droplets in the isotropic environment in the presence of a negative contribution of $\kappa$. The director configuration is superimposed on the degree of uniaxial order. Ellipsoidal droplets grow in size and while coalesce form defects which eventually annihilate from the simulation box.

- **Animation-XII : nucl-3D-L2zero.avi**

  The computer experiment of nucleation kinetics into the nematic phase from isotropic fluid phase is shown in three dimensions. Spherical droplets form which coalesce and form line defects. These eventually annihilate from the uniaxial nematic phase by making contractile loops.

- **Animation-XIII : nucl-3D-L2pos.avi**

  The computer experiment of nucleation kinetics into the nematic phase from isotropic fluid phase is shown in three dimensions. Ellipsoidal droplets form which coalesce and form line defects. These eventually annihilate from the uniaxial nematic phase by making contractile loops.

- **Animation-XIV : theta-UN-3D-L2pos.avi**

  This shows the dynamics of the local tilt angle $\theta$ on the surface of the nematic droplet for the previous animation. Notice the different colours on the surface which signify an abrupt change in the direction of the director.

- **Animation-XV : nucl-3D-L2neg.avi**

  The computer experiment of nucleation kinetics into the nematic phase from isotropic fluid phase is shown in three dimensions. Ellipsoidal droplets form which coalesce and
form line defects. These eventually annihilate from the uniaxial nematic phase by making contractile loops.

- **Animation-XVI : theta-UN-3D-L2neg.avi**

  This shows the dynamics of the local tilt angle $\theta$ on the surface of the nematic droplet for the previous animation. Notice the different colours on the surface which signify an abrupt change in the direction of the director.

- **Animation-XVII : phaseorder-UN-2D-wn.avi**

  The computer simulation of the phase ordering kinetics of quenched uniaxial nematic phase from the isotropic fluid phase in the presence of thermal fluctuation.

- **Animation-XVIII : allencahn-3D.avi**

  The computer simulation of the Allen-Cahn equation for a scalar field with two saturation values $\pm 1$ with the interface in between. Note the pinch off effect as well as the sudden disappearance of the isosurfaces signifying of the non-conserved property of the order parameter field.
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